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Abstract 

This paper describes ICOT’s research and develop- 
ment activities on knowledge base systems. Our ap- 
proach is to investigate knowledge base systems from 
the viewpoint of logic programming. We have defined 
several models on the bases of which knowledge base 
systems will be developed step by step. Two types of 
knowledge base management software system models 
are discussed. One is a model combining a logic pro- 
gramming system and a database management software 
system. The other is an integrated model. Pilot, dis- 
tributed, and parallel-knowledge base machines models 
are also discussed. 

Intelligent interface Intelligent programming 
software module software module 

I I I I 

Y 
\ / 

Problem-solving Knowledge base 
and interface management 

software module software module 

In1 

1 

t-p 

Knowledge programming language Mandala I 

1. Introduction I 

One of our guiding principles is that logic program- 
ming can become a new, unifying principle in computer 
science[ 1][2]. This is because logic programming covers 
computer architecture, new programming styles, pro- 
gramming language semantics, and database semantics. 
Logic programming will also play an important role in 
such fields as linguistics and artificial intelligence. 

I 1 

Figure 1. ICOT philosophy: Kernel language / ma- 
chine / basic software / application software 

We selected Prolog as the logic programming ban-. 
guage to be used as a research tool. From Prolog a 
kernel language was developed corresponding to a con- 
ventional machine language. The kernel language is the 
center around which hardware and software systems for 
the Fifth Generation Computer will be developed. In- 
ference and knowledge base machines will be developed 
as hardware systems; basic and application software 
will be developed as software systems ( Figure 1). 

machine (DELTA)[6] was developed as the first step to 
a knowledge base machine. 

Development is being pursued in three stages. The 
first, which started in 1982 and ended in 1984, is com- 
plete, and we are now in the second stage. 

In the initial stage the kernel language KL-9131 was 
developed with an object-oriented programming fea- 
ture added to Prolog. The personal sequential infer- 
ence machine (PSI)[4][5] was developed as an inference 
machine based on KL-0, and the relational database 

At present we are developing kernel language KL- 
1[7], which includes a parallel processing feature added 
to the logical language, a more simplified machine lan- 
guage than KL-0. Based on the know-how obtained 
through the development of the PSI, the parallel in- 
ference machine (PIM)[8][9] is being developed to es- 
tablish parallel inference technology. ICOT’s knowl- 
edge base machine (KBM) is being developed within 
a logic programming environment[lO] building on the 
skills and experience gained in the research on DELTA. 

The ultimate target is to develop a prototype of 
a highly parallel computer for knowledge information 
processing in VLSI. 
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2. Requirements for a knowledge 
base system 

What are the necessary conditions for knowledge 
base system development? 

A conventional database system stores a large 
amount of shared user data, and retrieves data in 
response to different queries from different users ac- 
cepted simultaneously. The requirements for a con- 
ventional database system include: clarification of the 
logical basis of the system, efficient use of storage 
space/management/processing, simple user interface, 
and a high degree of user program data independence. 

The bottom-up approach in which requirements for a 
conventional database system are reviewed in the light 
of logic programming is very important. It has been 
pointed out that data and program, and metadata and 
object data can be uniformly processed, and that de- 
ductive retrieval is possible, if database construction is 
pursued from the standpoint of logic programmingI 11. 

It is also important to investigate the requirements of 
a knowledge base system top-down. We must clearly 
answer the question “What is knowledge?” We must 
also answer the following questions: How should knowl- 
edge be represented? How should it be acquired? How 
should the knowledge, acquired and represented, be 
managed? Which query language should be used? How 
should it be retrieved and processed? How should we 
define basic operations on knowledge? Where and how 
should it be stored, physically and logically? Which 
definitions of data view should be allowed? Which ma- 
chine architecture should be used for the implementa- 
tion of these functions? 

In domains where the knowledge is relatively scant 
and limited, these questions have been solved to a cer- 
tain extent, resulting in various expert systems. How- 
ever, when the amount of knowledge is large, and the 
knowledge base has to be shared, the difference in quan- 
tity often entails a difference in quality on these issues. 

A knowledge base system consists of a knowledge 
base machine and a knowledge base management soft- 
ware system. Dedicated hardware for efficient knowl- 
edge processing is added to the knowledge base ma- 
chine as a knowledge processing control unit, based on 
the inference machine. Also, a mass storage mechanism 
for large amounts of knowledge is added to the knowl- 
edge processing control unit. The mass storage is in- 
vestigated from the standpoint of memory architecture. 
Parallel processing on the knowledge base is necessary 
to obtain high performance. The requirements men- 
tioned above should be implemented in query control, 
optimization algorithms for parallel retrieval/parallel 
computation, parallel execution management, and the 
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Figure 2. Knowledge representation 

parallel resource management functions of the knowl- 
edge base management software system. 

3. Knowledge representation and 
knowledge acquisition 

We begin with a discussion of the representation of 
the knowledge to be processed by the knowledge infor- 
mation processing computer. 

3.1 Knowledge representation 

Various problem-oriented knowledge representation 
languages have been developed. A knowledge base sys- 
tem must manage and process a large amount of shared 
knowledge. We selected the first-order predicate cal- 
culus as our knowledge representation language. The 
first-order predicate calculus representation can han- 
dle variables and recursive programming can be used 
to represent an infinity of concepts. Knowledge ele- 
ments can be represented as logical structures. Actu- 
ally, we use only Horn Logic, a subset of the first-order 
predicate calculus, because processing efficiency is an 
important issue, 

The term (relational) data in the following refers to 
those items represented by type 1 in Figure 21121, unless 
otherwise specified. Knowledge refers to those items 
represented by types 2-5. Type 1 data is sometimes 
called relational data or facts and type 5 is called a 
rule. Types 3 and 4 are called queries. 

3.2 Knowledge acquisition 

Knowledge acquisition is the obtaining of knowledge 
from experts, representing it in a form which can be 
processed by computer, and organizing the knowledge 
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in an orderly manner so that a new piece of knowledge 
can be added or an old piece modified. Integrity and 
redundancy checks are necessary in a knowledge base. 
The knowledge acquisition mechanism is indispensable 
for the growth of a knowledge base in both quantity 
and quality. 

Knowledge assimilation, knowledge accommodation, 
and knowledge equilibration mechanisms are also nec- 
essary for knowledge acquisition. Knowledge assimila- 
tion entails assuming that the knowledge already stored 
in the knowledge base is correct, and obtaining from 
experts only knowledge consistent with that stored in 
the knowledge base. Knowledge accommodation en- 
tails assuming that the knowledge from the experts is 
correct, and modifying the existing knowledge base in a 
consistent and systematic manner. Finally, knowledge 
equilibration entails repeating knowledge assimilation 
and knowledge accommodation so that consistency be- 
tween a knowledge base and experts, or among two or 
more knowledge bases, is obtained. Integrating these 
functions into the system is an important task in build- 
ing a knowledge base. The process of knowledge acqui- 
sition into a knowledge base, shown in Figure 3, was 
implemented on the knowledge base management sys- 
tem KAISER1131 developed in the initial stage. This 
mechanism was supported ,by the following basic in- 
ference functions: induction, deduction, and abduction 
realized with meta-programming techniques using Pro- 
log. This work also firmly established the enormous 
capabilities of Prolog. 

These functions were restricted only to facts; how- 
ever, they should be extended to the rules as a whole. 

4. Knowledge base management 
system models 

How should a knowledge base system be developed? 
System models are defined here with the emphasis on 

knowledge base management software systems. Mod- 
els emphasizing control mechanisms are described in 
Section 6. 

4.1 Combined model 

A logic programming language system has knowledge 
representation capabilities and inference functions su- 
perior to those of other languages. Relational data pro- 
cessing systems have a clear logical foundation for data 
handling, and can process large amounts of data. More- 
over, knowledge representation in a relational data 
model can be represented within the framework of a 
first-order predicate calculus logic programming lan- 
guage. Therefore, a logic programming language sys- 

Complete? 
RO “‘i‘ Yes 

(Xi-) 

Figure 3. Knowledge acquisition process 

tern and a relational data processing system have a 
close affinity and combined model has already been 
proposed, incorporating the benefits of a logic program- 
ming language with those of a relational database sys- 
tem. 

Several different models can be developed depend- 
ing upon the ways in which a knowledge base system 
manages intentional database (IDB) and extensional 
database (EDB) and also upon the relationship be- 
tween the knowledge base system and user program. 
These models are discussed below. 

4.1.1 Combined model with three layers 

A combined model with three layers was developed 
on KAISER/DELTA with the approach taken in the 
initial stage. 

The logic programming language system consisted of 
a user program and a knowledge base management sys- 
tem, both on the PSI. The relational data system was a 
relational database management system on the DELTA 
(Figure 4). The IDB of a user program was managed by 
the knowledge management program (KAISER), while 
the EDB was managed by the relational database man- 
agement system. The knowledge management program 
converted the Horn clause query to a relational alge- 
braic query using the deferred evaluation method[l4]. 
The knowledge management program and the rela- 
tional database management system were logically con- 
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Figure 4. Layer combined model/combined model with 
four layers 

netted by a relational algebraic command interface, 
and the DELTA and the PSI were physically connected 
by a LAN. The relational database management system 
retrieved the EDB by relational algebraic type com- 
mands. Since this approach led to a logically low level 
interface between a knowledge management program 
and the relational database management system, prob- 
lems in overall performance were detected, because a 
large number of commands and responses had to be 
transferred through a physically narrow channel. An- 
other problem was that the relational database man- 
agement system’s inference function had poor extensi- 
bility. 

4.1.2. Combined model with four layers 

In the combined model with four layers, the knowl- 
edge base management system is situated at the side 
of the knowledge base system. It is expected that this 
new architecture will solve the problems found with the 
combined model with three layers. Better overall sys- 
tem efficiency, and load reductions for the knowledge 
management and user programs are also expected. A 
Horn clause interface is used between the inference ma- 
chine and the knowledge base machine to achieve these 
objectives. The amount of communication was reduced 
by as much as possible through the physically narrow 
channel. 

The program structure on the inference machine is 
the same as that in the combined model with three 
layers. 

The knowledge base management system on the 

knowledge base machine consists of a knowledge man- 
agement layer and a data management layer. The 
knowledge management layer managers a part of the 
IDB, and the data management layer manages re- 
lational data. The IDB in the knowledge manage- 
ment layer contains shared user knowledge and control 
knowledge (meta-knowledge), provided by the knowl- 
edge base machine. The IDB on the inference machine 
is managed by the knowledge management program 
KAPPA. 

Since the Horn clause interface is used between the 
inference machine and the knowledge base machine, the 
knowledge management layer must be able to process 
Horn clauses. The knowledge management layer con- 
verts a Horn clause to an equivalent Horn clause by the 
Horn clause transfer (HCT) conversion algorithmI 151, 
which is then converted to relational algebraic expres- 
sions. Next, the data management layer retrieves re- 
lational data using the relational algebraic expressions 
from the knowledge management layer. 

An example of HCT conversion is shown below: 

(1) 
query ?:-anceetor(tar0.Y) 
IDE 

ZDB 

ancestor(X,Y):-parent(X.Y) 
anceetor(X,Y):-parentO.ancestor(Z.Y) 
parent (X,Y) :-edb(fatherfX.Y)) 
parent (X,Y) :-edb(mother(X,Y)) 
father relation 
mother relation 

where edb(father(X,Y)) means that the relation exists 
in the EDB. 

(2) HCT conversion: IDB is converted to the follow- 
ing equivalent clauses by HCT. 

ancestor(X.Y):-edbffather(X.Y)) 
ancestor(X,Y):-edb(mother(X.Y)) 
ancestor(X,Y):-edb(father(X,Z)) .ancestor(Z.Y) 
ancestor(X.Y):-edb(mother(X.Z)),anceetorfZ~Y) 

(3) Deriving relational algebraic expression: The 
above equivalent clauses are converted to the foilow- 
ing relational algebraic expressions. 

ancestor, = 

~2 ((ukt.,,(father)) 

U (~k~oro(mot~er)) 

U (A1,,(u1=loro(father2~~ancestor))) 

U ( ~1,1(u1=Laro(mother2~, ancestor))) 

The Horn clauses converted by HCT are equivalent 
to the original Horn clauses, and contain only edb pred- 
icates and recursive predicates. 
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Processing by knowledge management layer can be 
interpreted as conversion processing from declarative 
query to procedural form. It also means that the in- 
ference function is allowed in a view definition. This 
indicates the possibility of systematic and higher defi- 
nition of data view. 

Two approaches are possible for implementing the 
combined model with four layers. 

(1) Add a deduction function to the database by 
adding a logic programming language system to 
the relational database system. 

(2) Integrate the relational database system into the 
logic programing language system, and take max- 
imum advantage,of the inference function of the 
logic programming language system. 

We have employed the second approach to develop 
the knowledge management system KAPPA, and the 
knowledge base system PHI-1 on the inference machine 
PSI (the machine model of PHI-l is discussed in Sec- 
tion 6). The knowledge management program KAPPA 
is being developed as a tool for natural language pro- 
cessing and as a theorem prover. It retrieves knowledge 
from a thesaurus in non-first normal form with approx- 
imately one million words, and from an electronic dic- 
tionary with approximately a half million words. 

4.2 Integrated model 

It is necessary to improve the capabilities of the 
knowledge base system by storing user-shared object 
knowledge (rules) in the EDB of the knowledge base 
machine. Two approaches are possible: object knowl- 
edge and data may be managed separately, or they may 
be managed together. The first approach is advanta- 
geous when the amount of knowledge is small. It is 
a natural extension of the combined model with three 
layers. The second approach is better when the amount 
of knowledge is large, or when knowledge and data are 
closely connected logically in small units. Thus, we de- 
fined a new integrated model to treat knowledge and 
data in the same manner. For this purpose we define 
the term relation, a natural extension of relational data, 
as follows: 

T c Kl x K2 x . . . x K, 

..K is a set of terms. We call T a term relation. To 
operate the term relation, a unification relational op- 
eration was introduced. The unification relational op- 
eration was an extension of the relational data model 
to the relational knowledge base model, operations of 

conventional relational algebra, such as join and re- 
striction, are extended to operations based on unifi- 
cation. In other words, equality-check operations be- 
tween constants are enhanced to unification operations 
between terms. Thus (equi) join and restriction are 
extended to unification-join and unification-restriction, 
respectively[lO]. Repeatedly using these operations, 
the knowledge which want to be take is retrieved. Re- 
trieval using these basic operations is called retrieval 
by unification RBU. RBU will be used in breadth-first- 
search, in fields where a large amount of knowledge is 
processed by shallow inference. Handling treatments of 
the temporal term relations in RBU, and modulariza- 
tion of sets of terms must also be considered. 

5. Retrieve control and update 
control 

A query can be interpreted as a retrieval from a 
model-theoretic viewpoint, or as a theorem-proving 
request from the proof-theoretic viewpoint. In both 
cases, it is important to optimize query processing con- 
trol. Therefore, concepts of query compilation and 
knowledge compilation are introduced to optimize the 
control of query processing. 

I - 

Knowledge Base System 

I Resource monagement/execulion control 

Figure 5. Optimization strategy using meta-knowledge 
about position of the query 

The query language used by the user is a user- 
friendly problem-oriented language. Query compila- 
tion processing entails,compiling the problem-oriented 
language (POL) into the basic operation codes of the 
knowledge base machine, after semantic and syntactic 
analysis of the POL expression. From a different angle 
this also entails compiling various query languages into 
a single intermediate language within the knowledge 
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base system. That is, the intermediate language is posi- 
tioned between the kernel language and the knowledge 
representation language. This intermediate language 
should be defined taking both knowledge representa- 
tional power and processing efficiency of the knowl- 
edge base system into account, very important research 
topic. 

To improve the efficiency of retrieval or update pro- 
cessing, the concept of partial evaluation[l6] technique 
applied to meta-programs is to be introduced in the 
implementation of a knowledge compiler. A knowledge 
server and predicate server are provided by the knowl- 
edge compiler for retrieval. At update processing, the 
knowledge base is reorganized using an inductive infer- 
ence function to improve the efficiency of subsequent 
retrieval processing. A retrieve control code will be 
embedded in the knowledge base. The multi-world con- 
cept will be used to modularize the knowledge base into 
layers in order to improve query processing efficiency 
(Figure 5). Partial compilation or complete compila- 
tion can be selected depending upon the application. 
When partial compilation is used, optimization will be 
obtained by monitoring the status of intermediate re- 
sults. 

We have begun investigation of these research topics 
using both the combined model with four layers and 
the integrated model. 

6. Knowledge base machine 

model 

We are designing a further advanced parallel knowl- 
edge base machine in which logic processors and mem- 
ory devices are linked in a high speed network. ATbrief 
description of this machine will be given in this section. 

6.1 Processor / dedicated hardware / 
network 

The processor is an inference machine, and has a 
data-stream type dedicated hardware system to dis- 
tribute simple repeated processing loads of massive 
amounts of data. The processor performs parallel con- 
trol of n dedicated hardware systems, generates data 
streams for several. It also controls the generation se- 
quence. 

Functions of the dedicated hardware system can be 
classified into the following two types: 

(1) Limit the amount of data transmission between 
the primary and secondary storage devices. 

(2-l) Perform preprocessing for the processor, reduc- 
ing processing load. 

1 IIM control 7’ ~ 

1 - - 
Control unit 

!d - - 
F 

u 
:contro1 flow 

4-b 
:Datallow 

Figure 6. Block diagram of relational database machine 

(2-Z) Reduce the load of simple repeated processing 
on a large number of objects with the processor. 

Therefore, it is important to develop an algorithm for 
the dedicated hardware system that processes a data 
stream in linearly over time as much as possible. 

Four relational engines (RE) were developed for 
DELTA as dedicated hardware systems (Figure 6). A 
sorting function using pipelined two-way sort/merge 
algorithm (171, corresponding to (Z-l) above, and re- 
lational operations such as join and restriction, corre- 
sponding to (2-2) above, were implemented in VLSI in 
the RE. The RE has a sorter, two 64R bytes registers 
and a relational algebra processing unit (RAPU) , and 
can process a 3M bytes/s data stream (Figure 7). En- 
gine parallelcontrol method and multiple-engine effect 
were analyzed by DELTA[18]. 

We are now developing a unification engine (UE)[ 191 
as dedicated hardware which can process streams of 
terms (variable length/structure) and unify them. The 
term generality concept, viewed in the light of unifica- 
tion, is introduced so that this engine can also perform 
term sorting processing efficiently (Figure 8). 

The bus and a completely connected mesh are the 
major structures of the network. However, multi-port 
page memory (MPPM)[20][21] linking network and hi- 
erarchical memory devices is also included. These com- 
ponents are assembled to develop knowledge base ma- 
chines step by step. The following machine models are 
being developed for that purpose. 
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Inference machine 

Figure 9. PHI-l (Combined model with four lay- 
ers/pilot model) 

. . . 

ICOT-LAN 
I 

Figure 10. PHI-2 (Combined model with four lay- 
ers/distributed model) 

6.2 Machine models 

(1) Pilot model 

A pilot model (PHI-l) (Figure 9) is being devel- 
oped to establish the basic technological elements for 
building distributed and parallel knowledge base ma- 
chines. PHI-l consists of an inference machine (PSI), 
dedicated hardware, and a secondary storage device. 
The dedicated hardware system perform associative 
key word searches of knowledge using superimposed- 
code of hashing function. The definition of the hashing 
function is extended to terms. 

(2) Distributed model 

A distributed model (PHI-2) is a model in which two 
or more PHI-l’s are linked by LAN. Host machines will 
be two or more PSI’s (Figure 10). 

-443- 



/. 
Network+ hierarchical memory 

\ 
I \ : 

P:Processor,E:Engine,DK:Disk unit 

Figure 11. Experimental parallel model 

This model will be used to study the relation 
of computation cost and communication cost, dis- 
tributed knowledge management, distributed queries, 
distributed retrieval, and cooperative problem-solving. 

(3) Parallel model 

This model covers a number of research topics. An 
experimental hardware system will be developed to an- 
alyze basic architectural problems. 

The parallel model links several processors, several 
engines, and secondary memory devices in a network 
(Figure 11). We are considering a mechanism in which 
network and hierarchical memory are integrated. The 
hierarchical memory will be placed between the pri- 
mal memory within the processor and the secondary 
memory. The processor will be an inference machine, 
and the engine will be a unification engine. Hierarchi- 
cal memory will be used to store temporal resolution 
for in knowledge base retrieval. It will also be used as 
shared memory by processors. 

This model will be used to study ideal memory ar- 
chitecture for knowledge base machines, multiple mem- 
ory access control methods, and parallel control of pro- 
cessors and engines. Characteristics of the degree of 
parallelism and processing volume/granularity will be 
evaluated against basic operations in knowledge base 
processing, the order in which they are applied, and 
the amount of knowledge to be processed. Architec- 
ture, parallel resource management, and parallel ex- 
ecution management will be analyzed. Compared to 
a relational database the degree of parallelism and the 
amount of processing in knowledge base processing vary 
more dynamically, since unification is the basic oper- 
ation in the knowledge base. Also, loads on physi- 
cal resources such as processor, engine, and memory 
vary dynamically depending upon the traffic. There- 

fore, parallel resource management and parallel execu- 
tion management must be integrated in a coherent and 
comprehensive management methodology, considering 
processing division overhead, communication overhead, 
and schedule overhead. 

7. Conclusion 

We described the present status of research and de- 
velopment at ICOT on knowledge base systems. The 
knowledge base system and the inference machine will 
be linked more closely both physically and logically. 
ICOT is also working on developments of an intelligent 
interface program and shell program of expert system 
on the PSI inference machine, although we could not 
touch upon these activities in this paper. Based on the 
technologies obtained and accumulated through these 
activities, we will develop a prototype of a highly par- 
allel computer for knowledge processing, which is our 
ultimate aim. 
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