
Figure 3: I NZEIT over the complete history of NYT

On the other hand, the frequency based method highlights a later,
but irrelevant time point due to a large number of documents that
are only marginally relevant for the query.
Temporal Zoom-In. The INZEIT also enables user tozoom into
a relatively smaller time period, in order to unearth insightful time
points better. This functionality also helps to improve the quality
of visualization, which is highly dependent on the resolution of the
screen. Figure 4 illustrates the temporal zoom-in feature, using the
querypentium chip flaw with time period restricted to the
range 1/1/1994–1/1/1996. Once again, our insightfulness based ap-
proach manages to highlight the period when the infamous �oating
point bug in the Pentium series of CPUs from Intel were discovered
and reported in the New York Times. Although the frequency based
approach, also identi�es this as an important time for the query, it
is buried within a number of other time points that are considered
equally important. In fact, some of these (e.g., the one pointed to
in the bottom timeline) correspond to the introduction of improved
Pentium Pro chips!

Finally, during the demonstration of our system we invite the
participation of all visitors to a hands-on session trying out their fa-
vorite topic for which they seek insightful time points over INZEIT.
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