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ABSTRACT
The Kolmogorov-Smirnov (KS) test is popularly used in many ap-
plications, such as anomaly detection, astronomy, database security
and AI systems. One challenge remained untouched is how we can
obtain an explanation on why a test set fails the KS test. In this
paper, we tackle the problem of producing counterfactual expla-
nations for test data failing the KS test. Concept-wise, we propose
the notion of most comprehensible counterfactual explanations,
which accommodates both the KS test data and the user domain
knowledge in producing explanations. Computation-wise, we de-
velop an efficient algorithm MOCHE (for MOst CompreHensible
Explanation) that avoids enumerating and checking an exponential
number of subsets of the test set failing the KS test. MOCHE not
only guarantees to produce themost comprehensible counterfactual
explanations, but also is orders of magnitudes faster than the base-
lines. Experiment-wise, we present a systematic empirical study
on a series of benchmark real datasets to verify the effectiveness,
efficiency and scalability of most comprehensible counterfactual
explanations and MOCHE.
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1 INTRODUCTION
The well-known Kolmogorov-Smirnov (KS) test [31] is a statistical
hypothesis test that checks whether a test set is sampled from the
same probability distribution as a reference set. If a reference set and
a test set fail the KS test, it indicates that the two sets are unlikely
from the same probability distribution. The KS test has been widely
used to detect differences, changes and abnormalies in many areas,
such as astronomy [43], database security [56] and AI systems [51].
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Many important decisions are made based on the raised alarms
about changes and abnormality, such as updating an AI model [66]
and overhauling a manufacture line [30]. Understanding why a test
set fails a KS test can build trust from users [54] and thus improve
the decision quality. In some situations, the understanding may
help save data labeling and model construction costs [66]. However,
a failed KS test itself does not come with an explanation on which
data points in the test set cause the failure.

Counterfactual explanations [41] have been widely adopted to
interpret algorithmic decisions in many real world applications [16,
25, 42, 61], due to its beauty of being concise and easy to under-
stand [41, 58]. A counterfactual explanation of a decision 𝑌 is the
smallest set of relevant factors 𝑋 such that changing 𝑋 can alter
the decision 𝑌 [41, 61]. For a failed KS test, where a reference set
𝑅 and a test set 𝑇 fail the KS test, a counterfactual explanation
is a minimum subset 𝑆 of the test set 𝑇 such that removing the
subset from 𝑇 reverses the failed KS test into a passed one, that is,
𝑅 and 𝑇 \ 𝑆 pass the KS test. Using counterfactual explanations to
interpret failed KS tests helps users gain more insights into changes
and differences behind the failed KS tests.

Example 1 (Motivation). A public health officer may want to
compare the distributions of COVID-19 cases reported in August
and September 2020 in the province of British Columbia, Canada.
She may use the cases in August as the reference set and those in
September as the test set, where each COVID-19 reported case is
associated with the age group of the patient. The cases are divided
into 10 age groups, (0-10), (10-19), . . ., (80-89), and (90+). A failed
KS test between the two sets suggests that the infected cases in
those two months unlikely follow the same distribution on age
groups. This information may be helpful to review the infection
control policies. As a KS test may raise false alarms [50], the officer
may want to have a counterfactual explanation on this failed KS
test, which reveals the cases that are likely relevant to the change.
Example 2 and our case study in Section 6.3 illustrate how such
counterfactual explanations can help us to understand the changes.

Although interpreting failed KS tests is interesting and has many
potential applications, it has not been touched in literature. Al-
though there are many counterfactual explanation methods in-
terpreting the decisions of machine learning models [9, 25, 36],
unfortunately, the existing methods cannot be adopted to interpret
failed KS tests. As reviewed in Section 2, to interpret a failed KS
test, the existing methods have to solve an 𝐿0-norm optimization
problem, which is NP-hard [39]. Some methods [49, 51] try to select
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the outliers in the test set as a hint to a failed KS test. However,
because outlier detection methods and KS tests use different mecha-
nisms to detect anomalies, there is no guarantee that the outliers are
relevant to the failure of a KS test. Moreover, due to the Roshomon
effect [41], multiple counterfactuals may co-exist for a failed KS
test but not all of them are comprehensible to users [41]. Simply
presenting all counterfactuals not only may overwhelm users but
is also computationally expensive [40].

A desirable idea is to find a counterfactual explanation that is
most consistent with a user’s domain knowledge so that the expla-
nation is best comprehensible to the user [17, 42]. However, none
of the existing methods can find such most comprehensible expla-
nations. Moreover, finding the most comprehensible explanation is
far from trivial. A brute force method has to enumerate all subsets
of a test set and, for each subset, conduct a KS test. Thus, the brute
force method takes exponential time.

In this paper, we tackle the novel problem of producing coun-
terfactual explanations for failed KS tests. We make several contri-
butions. Concept-wise, we propose the notion of comprehensible
counterfactual explanations. Given a failed KS test, we find a small-
est subset of the test set such that removing the subset from the
test set reverses the failed KS test into a passed one. To address user
comprehensibility [17, 41], we take a user’s domain knowledge
represented as a preference order on the data points in the test
set, and guarantee to find the counterfactual explanation that is
most consistent with the preference. Computation-wise, we develop
MOCHE (for MOst CompreHensible Explanation), a two-step fast
method that guarantees to find the most comprehensible counter-
factual explanation on a failed KS test. Specifically, MOCHE first
identifies the number of data points in the explanation and then
efficiently constructs the most comprehensible explanation. We
establish an important insight that the size of removed data points
is the smallest integer satisfying a group of inequalities. Leveraging
this property, an efficient searching algorithm is designed to find
the explanation size. Then, MOCHE efficiently constructs the most
comprehensible explanation by one scan of the data points in the
test set. Experiment-wise, we conduct a systematic empirical study
on a series of benchmark real datasets to verify the effectiveness,
efficiency and scalability of most comprehensible counterfactual
explanations and MOCHE.

2 RELATEDWORK
To the best of our knowledge, interpreting a failed KS test is a novel
task that has not been systematically investigated in literature. Our
study is broadly related to the Kolmogorov-Smirnov test [29, 30, 57],
counterfactual explanations [9, 25, 36], adversarial attacks [14, 21,
47] and outlier detection [22, 27, 52].

The Kolmogorov-Smirnov (KS) test [31] is a well-known sta-
tistical hypothesis test that checks whether two samples are orig-
inated from the same probability distribution. With the advan-
tages of being efficient, non-parametric, and distribution-free [33],
the KS test has been widely used in many applications to detect
differences, changes and abnormalities [22], such as identifying
change points in time series [22, 30], maintaining machine learning
models [23, 51, 57], ensuring quality of encrypted or anonymized
data [8, 28], and protecting databases from intrusion attacks [56].

As illustrated in Section 1 and further elaborated later, under-
standing why a KS test is failed may be important in real world
applications [49, 51]. However, a failed KS test itself does not pro-
vide any hints on which data points in the test set may be related
to the failure. Therefore, finding explanations of failed KS tests is a
natural next step.

Counterfactual explanations [41, 58, 61] have beenwidely adopted
to interpret algorithmic decisions made in many real world applica-
tions [9, 25, 36]. Those methods [9, 25, 37, 41] interpret a prediction
on a given instance by applying small and interpretable perturba-
tions on the instance such that the prediction is changed [41]. For
example, Fong et al. [25] interpret the prediction of an image by
finding the smallest pixel-deletionmask that leads to themost signif-
icant drop of the prediction score. As an extension, Akula et al. [9]
identify meaningful image patches that need to be added to or
deleted from an input image. Van Looveren et al. [37] use class
prototypes to generate counterfactuals that lie close to the classi-
fier’s training data distribution. Le et al. [36] use an entropy-based
feature selection approach to limit the features to be perturbed.

Unfortunately, the existing counterfactual explanation methods
cannot effectively and efficiently interpret a failed KS test by per-
turbing the data points in the test set. This is because, to minimize
the number of perturbed data points, the existing methods need to
minimize the 𝐿0-norm of their perturbations [39]. However, such
an optimization problem is NP-hard [39, 45]. The existing methods
cannot guarantee to reach a global minimum for the optimization
problem in an efficient manner.

Onemay think adversarial attackmethods [14, 20, 21, 47, 48] may
be extended to find counterfactual explanations on failed KS tests.
To attack a target classifier, an adversarial attack method generates
an imperceptible perturbation on an input so that the prediction
on the input is changed. Brendel et al. [14] propose to generate ad-
versarial perturbations by moving instances towards the estimated
decision boundaries of a target model. Cheng et al. [20] formu-
late the black-box attack as an optimization problem, which can be
solved by the zeroth order optimization approaches. Croce et al. [21]
propose to attack image classifiers by applying randomly selected
one-pixel modifications on images. One may generate counterfac-
tual explanations on a failed KS test by attacking the KS test, that is,
the perturbed data points can serve as a counterfactual explanation
on the KS test. However, extending the existing adversarial attack
methods to interpret failed KS tests also needs to minimize the
𝐿0-norm of the perturbations and leads to the same computational
challenge.

Outlier detectionmethods aim to detect samples that are different
from the majority of the given data [7], such as distance-based
approaches [10, 13, 27, 52], density-based approaches [15, 26, 46, 59]
and ensemble-based approaches [22, 35]. In general, outliers are
regarded as abnormal data points [7].

Even though both the KS test and outlier detection methods can
detect anomalies in data, the detected outliers in the test set cannot
be used as a counterfactual explanation on a failed KS test. This
is because outlier detection methods and the KS test use different
mechanisms to detect anomalies. Different from the KS test, the
outlier detection methods do not compare the distributions of the
reference set and the test set. Therefore, there is no guarantee that
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outliers can explain a failed KS test. Just removing the outliers
cannot guarantee to reverse a failed KS test to a passed one.

3 PROBLEM FORMULATION AND ANALYSIS
In this section, we first review the basics of the Kolmogorov-Smirnov
(KS) test. Then, we investigate how to generate a counterfactual
explanation on a KS test. Third, we discuss the comprehensibility
of explanations, and formalize the problem of finding the most com-
prehensible explanation on a failed KS test. Next, we investigate the
existence and uniqueness of most comprehensible counterfactual
explanations. Last, we describe a brute force method.

3.1 The Kolmogorov-Smirnov Test
Denote by 𝑅 = {𝑟1, . . . , 𝑟𝑛} a multi-set of real numbers from an un-
known univariate probability distribution, and by 𝑇 = {𝑡1, . . . , 𝑡𝑚}
another multi-set of real numbers that are sampled from a distribu-
tion that may or may not be the same as 𝑅. We call 𝑅 a reference set
and𝑇 a test set. In this paper, by default multi-set is used. In the rest
of the paper, we use the terms “set” and “multi-set” interchangeably
unless specifically mentioned.

The Kolmogorov-Smirnov (KS) test checks whether 𝑇 is sam-
pled from the same probability distribution as 𝑅 by comparing the
empirical cumulative functions of 𝑅 and 𝑇 . In the KS test, the null
hypothesis is that 𝑇 is sampled from the same probability distribu-
tion as 𝑅.

Conducting the KS test consists of 3 steps as follows.
Step 1.We compute the KS statistic [23] by

𝐷 (𝑅,𝑇 ) = max
𝑥 ∈𝑅∪𝑇

|𝐹𝑅 (𝑥) − 𝐹𝑇 (𝑥) |, (1)

where 𝐹𝑅 (𝑥) and 𝐹𝑇 (𝑥) are the empirical cumulative functions of
𝑅 and 𝑇 , respectively. Here, a larger value of 𝐷 (𝑅,𝑇 ) indicates that
the empirical cumulative functions of 𝑅 and 𝑇 are more different
from each other.

Step 2. For a user-specified significance level 𝛼 , we compute
the corresponding target 𝑝-value [23] by 𝑝 = 𝑐𝛼

√
𝑛+𝑚
𝑛∗𝑚 , where

𝑐𝛼 =

√
− 1

2 ln( 𝛼2 ) is the critical value at significance level 𝛼 , 𝑛 = |𝑅 |
is the number of data points in 𝑅, and𝑚 = |𝑇 |.

Step 3.We compare 𝑝 and 𝐷 (𝑅,𝑇 ). If 𝐷 (𝑅,𝑇 ) > 𝑝 , we reject the
null hypothesis at significance level 𝛼 . This means the empirical
cumulative functions 𝐹𝑅 (𝑥) and 𝐹𝑇 (𝑥) are significantly different
from each other, and thus it is unlikely 𝑇 is sampled from the
same distribution as 𝑅. If 𝐷 (𝑅,𝑇 ) ≤ 𝑝 , we cannot reject the null
hypothesis at significance level 𝛼 . There is not enough evidence
showing that 𝑇 is not sampled from the same distribution as 𝑅.

If the null hypothesis is rejected by the KS test, we say 𝑅 and 𝑇
fail the KS test and it is a failed KS test. Otherwise, we say 𝑅 and 𝑇
pass the KS test.

To compute the KS statistic between 𝑅 and 𝑇 , we need to sort
the elements in 𝑅 ∪𝑇 in ascending order. Therefore, it takes𝑂 ((𝑛 +
𝑚) log(𝑛 +𝑚)) time to conduct the KS test.

3.2 Counterfactual Explanations on the KS Test
Why are we interested in failed KS tests? More often than not, a
failed hypothesis test indicates something unusual or unexpected [18,
33, 51]. As many important decisions are made based on failed KS

tests [30, 66], it is important to interpret a failed KS test so that we
can make better responses to the change and abnormality alarms.

Counterfactual explanation is an explanation technique proposed
by the community of explainable artificial intelligence. It has been
well demonstrated to be more human-friendly than other types
of explanations [41, 58]. The counterfactual explanation methods
interpret a decision 𝑌 by finding a smallest set of relevant factors
𝑋 , such that changing 𝑋 can alter the decision 𝑌 [41, 61]. The set
of factors 𝑋 is called a counterfactual explanation on 𝑌 . Following
the above principled idea, we have the following definition.

Definition 1. For a reference set 𝑅 and a test set 𝑇 that fail the
KS test at a significance level 𝛼 , a counterfactual explanation on
the failed KS test is a smallest subset I of the test set 𝑇 , such that 𝑅
and 𝑇 \ I pass the KS test at the same significance level 𝛼 .

A counterfactual explanation is also called an explanation for
short when the context is clear.

3.3 The Most Comprehensible Counterfactual
Explanation on a KS Test

Like many previously proposed counterfactual explanations [25, 42,
61], the counterfactual explanations on a failed KS test suffer from
the Roshomon effect [41], that is, the number of unique counterfac-
tual explanations on a failed KS test can be as large as

( |𝑇 |
|I |

)
. Simply

presenting all counterfactuals not only may overwhelm users but
is also computationally expensive [40].

As discovered bymany studies on counterfactual explanations [32,
42, 58], not all counterfactual explanations are equally comprehensi-
ble to a user. Due to the effect of confirmation bias [44], an explana-
tion is more comprehensible if it is more consistent with the user’s
domain knowledge [38]. As a result, a typical way to overcome the
Roshomon effect is to rank all explanations according to the user’s
preference based on the domain knowledge, and return the most
preferred explanation to the user [11, 42].

Following the above idea, we model a user’s preference as a total
order on the data points in the test set 𝑇 , that is, a preference list 𝐿
on the test set 𝑇 . Each data point has a unique rank in 𝐿. The data
points having smaller ranks in 𝐿 are more preferred by the user.

A typical task of recommendation system is to recommend a
group of items to a user, such that the group best satisfies the user’s
preference [64]. The existing studies [12, 19, 60, 64] discover that a
user’s interest in a group is dominated by the user’s top favorite
items in the group. In the same vein, one can think of an explanation
as a recommended group of data points. Given two explanations I1
and I2 on a failed KS test, if I1 includes better-ranked data points
in 𝐿 than I2 does, I1 is more preferred by the user than I2, and thus
is more comprehensible.

Based on the above intuition, an explanation with a smaller lexi-
cographical order1 based on the preference list 𝐿 is more preferred
by the user. Specifically, for two explanations I1 and I2, I1 ⊆ 𝑇 ,
I2 ⊆ 𝑇 and |I1 | = |I2 |, we sort the data points in I1 and I2 in the
order of 𝐿. Denote by I[𝑖] the 𝑖-th data point in I in the order

1Given a total order ≺𝐿 on items, the lexicographical order ≺lexicographical is
𝑥1𝑥2 · · ·𝑥𝑛 ≺lexicographical 𝑦1𝑦2 · · · 𝑦𝑙 if (1) 𝑥1 ≺𝐿 𝑦1; (2) there exists 𝑖0 (1 <

𝑖0 ≤ min{𝑛, 𝑙 }) , 𝑥𝑖 = 𝑦𝑖 for 1 ≤ 𝑖 < 𝑖0 and 𝑥𝑖0 ≺𝐿 𝑦𝑖0 ; or (3)𝑚 < 𝑙 and for
1 ≤ 𝑖 ≤𝑚, 𝑥𝑖 = 𝑦𝑖 . Lexicographical order is also known as dictionary order.
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Figure 1: The histograms of (a) the reference set and the test
set; (b) the distributions of the explanations I𝑎 and I𝑝 in Ex-
ample 2 on HAs; and (c) those on age groups.

of 𝐿. Let 𝑖0 > 0 be the smallest integer such that I1 [𝑖0] ≠ I2 [𝑖0].
I1 precedes I2 in the lexicographical order, denoted by I1 ≺ I2, if
I1 [𝑖0] precedes I2 [𝑖0] in 𝐿. If I1 ≺ I2, I1 includes more top-ranked
data items in 𝐿 than I2.

Definition 2. Given a failed KS test and a preference list 𝐿, the
most comprehensible counterfactual explanation is the expla-
nation that has the smallest lexicographical order based on 𝐿.

The notion of comprehensible explanation captures user prefer-
ences in domain knowledge. In order to capture different domain
knowledge, we can employ different preference lists to sort the data
points in the test set.

Example 2. Let us consider the KS test conducted on the COVID-
19 cases discussed in Example 1. The reference set (August) and the
test set (September) have 2,175 and 3,375 data points, respectively.
The histograms of the two sets are shown in Figure 1a. Each bin on
the X-axis represents an age group. Please refer to Section 6.1 for
more details about the dataset. The two sets fail the KS test with
significance level 𝛼 = 0.05.

Since COVID-19 may be more contagious in regions of larger
population, a public health officer may sort the reported cases into
a preference list 𝐿𝑝 in population descending order of the reported
health authority (HA for short). Please see Reference [3] for details
about the HAs in British Columbia. The data points from HAs with
large population are ranked higher, while the cases from the same
HAs are sorted arbitrarily.

COVID-19 is also known to hit seniors harder. Alternatively,
the officer may sort the reported cases into a preference list 𝐿𝑎 in
age group descending order. People in more senior age groups are
ranked higher, while the cases from the same age group are sorted
arbitrarily.

Given preference lists 𝐿𝑝 and 𝐿𝑎 , our method MOCHE produces
the corresponding most comprehensible counterfactual explana-
tions I𝑝 and I𝑎 , respectively. Figures 1b and 1c show the distribu-
tions of the two explanations on HAs and age groups, respectively.
The X-axis of Figure 1b shows the HA ids from left to right in pop-
ulation descending order. Both I𝑎 and I𝑝 include 291 data points.

As shown in Figure 1b, all data points in I𝑝 are from FHA (Fraser
HA), the HA with the largest population. Based on 𝐿𝑝 , we have
I𝑝 ≺ I𝑎 in lexicographical order, that is, I𝑝 is more preferable
than I𝑎 when HAs of large population are concerned. As shown in
Figure 1c, I𝑎 contains more senior people. Based on 𝐿𝑎 , we have
I𝑎 ≺ I𝑝 in lexicographical order, that is, I𝑎 is more preferable when
senior people are more concerned.
I𝑎 and I𝑝 together suggest that some care homes in FHA (Fraser

HA) may have COVID outbreaks, which matches the reality.

3.4 Existence and Uniqueness
For a failed KS test at significance level 𝛼 , our task is to find the most
comprehensible counterfactual explanation I on the KS test. Does
such an explanation always exist? If so, is the most comprehensible
counterfactual explanation unique?

Proposition 1. When the significance level 𝛼 ≤ 2
𝑒2 , there exists

a unique most comprehensible explanation on a failed KS test.

Proof. (Existence) Consider a subset 𝑆 ⊂ 𝑇 , where |𝑆 | = |𝑇 | − 1.
|𝑇 \ 𝑆 | = 1. The 𝑝-value of the KS test between 𝑅 and 𝑇 \ 𝑆 is

𝑝 = 𝑐𝛼

√
𝑛+1
𝑛∗1 , where 𝑛 is the size of 𝑅 and 𝑐𝛼 =

√
− ln( 𝛼2 ) ∗

1
2 . Since

𝛼 ≤ 2
𝑒2 , we have 𝑐𝛼 ≥ 1 and 𝑝 ≥

√
𝑛+1
𝑛 ≥ 1. Since 𝐷 (𝑅,𝑇 \ 𝑆)

is the absolute difference between the two empirical cumulative
functions, 1 ≥ 𝐷 (𝑅,𝑇 \ 𝑆). Therefore, 𝑝 ≥ 𝐷 (𝑅,𝑇 \ 𝑆). That is, 𝑅
and𝑇 \ 𝑆 pass the KS test. Since an explanation is a smallest subset
that reverses a failed KS test to a passed one, there must exist an
explanation on a failed KS test given 𝑅 and 𝑇 \ 𝑆 passing the test.

(Uniqueness) Since each data point has a unique rank in 𝐿, two
distinct explanations cannot be equivalent in the lexicographical
order. Thus, the most comprehensible explanation is unique. □

Statistical tests in practice typically use a significance level of
0.05 or lower. 2

𝑒2 > 0.27, which is far over the range of significance
levels used in statistical tests. Therefore, our problem formulation
is practical and guarantees a unique solution in practice.

3.5 A Brute Force Method
A naïve method to find the most comprehensible explanation is to
enumerate all subsets of the test set𝑇 and check against Definition 2.
This brute-force method checks an exponential number of subsets,
which is prohibitive for large test sets.

Even in a brute force method, we can significantly reduce the
number of subsets that need to be checked by early pruning a
large number of subsets. According to Definitions 1 and 2, we
can sort all subsets of 𝑇 first by the size, from small to large, and
then by the lexicographical order. This can be done by a breadth-
first traversal of a set enumeration tree [55]. The first subset 𝑆
in this order such that 𝑅 and 𝑇 \ 𝑆 pass the KS test is the most
comprehensible explanation.

4 SEARCHING FOR EXPLANATION SIZE
In this section, we first describe the two-phase framework ofMOCHE
(for MOst CompreHensible Explanation), a fast method to find the
most comprehensible counterfactual explanations. Then, we thor-
oughly explore how to compute the size of explanations fast.

4.1 MOCHE
According to Definition 1, all explanations have the same size. Once
we find an explanationI, we can safely ignore all subsets of𝑇 whose
sizes are not equal to |I |, no matter they can reverse the KS test or
not. Based on this idea, the MOCHEmethod proceeds in two phases.
In phase 1, MOCHE tries to find the size of explanations. In phase
2, MOCHE tries to identify the most comprehensible explanations,
that is, the smallest one in lexicographical order.
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A subset 𝑆 of𝑇 such that |𝑆 | = ℎ is called anℎ-subset. Anℎ-subset
𝑆 is a qualified h-subset if 𝑅 and 𝑇 \ 𝑆 pass the KS test. The first
bottleneck is to check, for a given ℎ > 0, whether there exists a
qualified ℎ-subset 𝑆 . A brute-force implementation has to conduct
the KS test a large number of times on all ℎ-subsets. The time
complexity is 𝑂 (

(𝑚
ℎ

)
(𝑚 + 𝑛 − ℎ) log(𝑛 +𝑚 − ℎ)).

Our first major technical result in this section is that checking
the existence of a qualifiedℎ-subset does not have to conduct the KS
test on allℎ-subsets. With a carefully designed data structure named
cumulative vector to represent an ℎ-subset of 𝑇 , we establish a fast
verification method for qualified cumulative vectors. Checking the
existence of a qualified ℎ-cumulative vector and thus a qualified
ℎ-subset only takes 𝑂 (𝑚 + 𝑛) time.

The second bottleneck is to find the size of explanations effi-
ciently. A brute-force method has to search from 1 to𝑚 − 1 one by
one and, for each sizeℎ, check theℎ-subsets. The second major tech-
nical result in this section tackles this bottleneck by deriving a lower
bound 𝑘 on 𝑘 , the size of all explanations. This lower bound reduces
the search range ofℎ from [1, 𝑘] to [𝑘, 𝑘], which further reduces the
time complexity of phase 1 to 𝑂 ((𝑚 + 𝑛) log(𝑚) + (𝑘 − 𝑘) (𝑚 + 𝑛)).

4.2 Cumulative Vectors
Essentially, the KS test compares the cumulative distribution func-
tions of a reference set and a test set. Since there are only finite
numbers of data points in a reference set and a test set, we can
represent the cumulative distribution function of a reference set, a
test set or a subset of the test set using a sequence of the values of
the cumulative distribution function at the data points appearing at
either the reference set or the test set. This observation motivates
the design of the cumulative vectors.

We make a base vector V = ⟨𝑥1, . . . , 𝑥𝑞⟩ from sets 𝑅 and 𝑇 , such
that 𝑥1, . . . , 𝑥𝑞 are the unique data points in 𝑅 ∪𝑇 . No matter how
many times 𝑥𝑖 appears in 𝑅 ∪𝑇 , it only appears once in V. Thus,
𝑞 = ∥𝑅 ∪𝑇 ∥, where 𝑅 and𝑇 are treated as sets instead of multi-sets
and 𝑞 is the cardinality of the union, that is, duplicate items are not
double counted. The elements in V are sorted in the value ascending
order, that is 𝑥1 < 𝑥2 < · · · < 𝑥𝑞 .

Definition 3. The cumulative vector of an ℎ-subset 𝑆 ⊆ 𝑇 is a
(𝑞 + 1)-dimensional vector C𝑆 = ⟨𝑐0, 𝑐1, . . . , 𝑐𝑞⟩, where 𝑐0 = 0, and
for 1 ≤ 𝑖 ≤ 𝑞, 𝑐𝑖 is the number of data points in 𝑆 that are smaller
than or equal to 𝑥𝑖 in V, that is 𝑐𝑖 = |{𝑥 ∈ 𝑆 | 𝑥 ≤ 𝑥𝑖 }|. We also write
𝑐𝑖 as C𝑆 [𝑖].

Example 3. Consider a test set 𝑇 = {13, 13, 12, 20} and a ref-
erence set 𝑅 = {14, 14, 14, 14, 20, 20, 20, 20}. The base vector V =

⟨12, 13, 14, 20⟩. For a subset 𝑆 = {13, 13} of𝑇 , the cumulative vector
is C𝑆 = ⟨0, 0, 2, 2, 2⟩.

According to Definition 3, a cumulative vector C𝑆 contains all
information to derive the cumulative distribution function 𝐹𝑇 \𝑆
straightforwardly. For a cumulative vector C𝑆 = ⟨𝑐0, 𝑐1, . . . , 𝑐𝑞⟩ and
any 𝑖 (1 ≤ 𝑖 ≤ 𝑞), 𝑐𝑖 −𝑐𝑖−1 is the number of times that 𝑥𝑖 appears in
𝑆 . Thus, the value of the empirical cumulative distribution function
of𝑇 \𝑆 at 𝑥𝑖 can be computed by 𝐹𝑇 \𝑆 (𝑥𝑖 ) =

C𝑇 [𝑖 ]−𝑐𝑖
𝑚−𝑐𝑞 , where C𝑇 is

the cumulative vector of 𝑇 and C𝑇 [𝑖] is the 𝑖-th element of C𝑇 and
thus is the number of data points in 𝑇 that are not larger than 𝑥𝑖 .

Clearly, given a reference set 𝑅 and a test set 𝑇 , every unique
subset 𝑆 ⊆ 𝑇 corresponds to a unique cumulative vector C𝑆 and a
unique cumulative distribution function 𝐹𝑇 \𝑆 , and vice versa. Recall
that, if a subset 𝑇 \ 𝑆 and 𝑅 pass the KS test, 𝑆 is called a qualified
ℎ-subset, where ℎ = |𝑆 |. Correspondingly, we call the cumulative
vector C𝑆 a qualified ℎ-cumulative vector.

4.3 Existence of Qualified h-Cumulative
Vectors

For a given ℎ (1 ≤ ℎ ≤ |𝑇 |), can we quickly determine whether
there exists a qualified ℎ-cumulative vector and thus a qualified
ℎ-subset? Before we state the major result, we need the following.

Lemma 1. Given a reference set 𝑅 and a test set 𝑇 , for 𝑆 ⊂ 𝑇 ,
C𝑆 = ⟨𝑐0, 𝑐1, . . . , 𝑐𝑞⟩ is a qualified cumulative vector if and only if,
for each 𝑖 (1 ≤ 𝑖 ≤ 𝑞), the following two inequalities hold.

max( ⌈Γ (𝑖, ℎ) − Ω (ℎ) ⌉, ℎ −𝑚 + C𝑇 [𝑖 ],C𝑆 [𝑖 − 1]) ≤ C𝑆 [𝑖 ]
C𝑆 [𝑖 ] ≤ min( ⌊Γ (𝑖, ℎ) + Ω (ℎ) ⌋,C𝑇 [𝑖 ] − C𝑇 [𝑖 − 1] + C𝑆 [𝑖 − 1], ℎ)

(2a)
(2b)

where Ω(ℎ) = 𝑐𝛼

√
𝑚 − ℎ + (𝑚−ℎ)

2

𝑛 , Γ(𝑖, ℎ) = C𝑇 [𝑖] − 𝑚−ℎ
𝑛 C𝑅 [𝑖],

and C𝑅 and C𝑇 are the cumulative vectors of 𝑅 and 𝑇 , respectively.

Proof. (Necessity) According to the definition of KS statistic
in Equation 1, an ℎ-subset 𝑆 is qualified if and only if ∀𝑖 (1 ≤
𝑖 ≤ 𝑞), |𝐹𝑅 (𝑥𝑖 ) − 𝐹𝑇 \𝑆 (𝑥𝑖 ) | ≤ 𝑐𝛼

√
𝑛+𝑚−ℎ
𝑛∗(𝑚−ℎ) . Since 𝐹𝑅 (𝑥𝑖 ) =

C𝑅 [𝑖 ]
𝑛

and 𝐹𝑇 \𝑆 (𝑥𝑖 ) =
C𝑇 [𝑖 ]−C𝑆 [𝑖 ]

𝑚−ℎ , we have
���C𝑅 [𝑖 ]

𝑛 − C𝑇 [𝑖 ]−C𝑆 [𝑖 ]
𝑚−ℎ

��� ≤
𝑐𝛼

√
𝑛+𝑚−ℎ
𝑛∗(𝑚−ℎ) . After simplification, we have Γ(𝑖, ℎ)−Ω(ℎ) ≤ C𝑆 [𝑖] ≤

Γ(𝑖, ℎ)+Ω(ℎ). SinceC𝑆 [𝑖] is a non-negative integer, we immediately
have

⌈Γ(𝑖, ℎ) − Ω(ℎ)⌉ ≤ C𝑆 [𝑖] ≤ ⌊Γ(𝑖, ℎ) + Ω(ℎ)⌋ . (3)
Since ℎ − C𝑆 [𝑖] and 𝑚 − C𝑇 [𝑖] are the numbers of data points
in 𝑆 and 𝑇 that are larger than 𝑥𝑖 , respectively, and 𝑆 ⊂ 𝑇 , ℎ −
C𝑆 [𝑖] ≤ 𝑚 − C𝑇 [𝑖] holds, that is, ℎ −𝑚 + C𝑇 [𝑖] ≤ C𝑆 [𝑖]. Since
C𝑆 [𝑖 − 1] ≤ C𝑆 [𝑖], Equation 2a holds.

Since C𝑆 [𝑖] −C𝑆 [𝑖 −1] and C𝑇 [𝑖] −C𝑇 [𝑖 −1] are the numbers of
times 𝑥𝑖 appears in 𝑆 and𝑇 , respectively, and 𝑆 ⊂ 𝑇 , C𝑆 [𝑖] −C𝑆 [𝑖 −
1] ≤ C𝑇 [𝑖]−C𝑇 [𝑖−1], that is,C𝑆 [𝑖] ≤ C𝑆 [𝑖−1] +C𝑇 [𝑖]−C𝑇 [𝑖−1].
Using the righthand side of Equation 3 and C𝑆 [𝑖] ≤ ℎ by definition,
Equation 2b holds.

(Sufficiency) For any ℎ-cumulative vector C𝑆 that satisfies Equa-
tions 2a and 2b, we construct a set 𝑆 such that for each 𝑖 (1 ≤ 𝑖 ≤ 𝑞),
data point 𝑥𝑖 appears in 𝑆 (C𝑆 [𝑖] −C𝑆 [𝑖−1]) times. SinceC𝑆 [𝑖] and
C𝑆 [𝑖−1] satisfy the inequalityC𝑆 [𝑖]−C𝑆 [𝑖−1] ≤ C𝑇 [𝑖]−C𝑇 [𝑖−1],
the number of times 𝑥𝑖 appearing in 𝑆 is smaller than or equal to
the number of times 𝑥𝑖 appearing in 𝑇 . Plugging C𝑇 [𝑞] =𝑚 into
Equation 2a, we have ℎ ≤ C𝑆 [𝑞]. Since C𝑆 [𝑞] also satisfies Equa-
tion 2b, we have ℎ = C𝑆 [𝑞]. From the way that 𝑆 is constructed, we
know that 𝑆 has C𝑆 [𝑞] elements. Therefore, 𝑆 is an ℎ-subset of 𝑇 .

We show that 𝑆 is a qualified ℎ-subset. Since C𝑆 satisfies Equa-
tion 2, for each 𝑖 (1 ≤ 𝑖 ≤ 𝑞), C𝑆 [𝑖] satisfies Equation 3. Plugging
Equation 3 into 𝐹𝑇 \𝑆 , we have ∀𝑖 (1 ≤ 𝑖 ≤ 𝑞), |𝐹𝑅 (𝑥𝑖 ) − 𝐹𝑇 \𝑆 (𝑥𝑖 ) | ≤
𝑐𝛼

√
𝑛+𝑚−ℎ
𝑛∗(𝑚−ℎ) . This means 𝑅 and𝑇 \ 𝑆 can pass the KS test, thus 𝑆 is

a qualified ℎ-subset of 𝑇 and C𝑆 is a qualified ℎ-cumulative vector.
The sufficiency follows. □
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Lemma 1 transforms conducting the KS test to checking Equa-
tions 2a and 2b. Given ℎ (1 ≤ ℎ ≤ 𝑚 − 1), Equations 2a and 2b
recursively give a lower bound and an upper bound of each element
C[𝑖] (1 ≤ 𝑖 ≤ 𝑞) of an ℎ-cumulative vector C, respectively. The
lower bound and the upper bound of C[𝑖] depend on the lower
bound and the upper bound of C[𝑖 − 1], respectively.

Denote by 𝑙ℎ
𝑖
and 𝑢ℎ

𝑖
the lower bound and the upper bound

of C[𝑖] in any qualified ℎ-cumulative vector C. We compute 𝑙ℎ1
and 𝑢ℎ1 by plugging C[0] = 0 into Equations 2a and 2b. Then, we
plug C[1] = 𝑙ℎ1 into Equation 2a and C[1] = 𝑢ℎ1 into Equation 2b
to compute the lower bound 𝑙ℎ2 and the upper bound 𝑢ℎ2 of C[2],
respectively. By iteratively pluggingC[𝑖−1] = 𝑙ℎ

𝑖−1 into Equation 2a
and C[𝑖 − 1] = 𝑢ℎ

𝑖−1 into Equation 2b, we can compute the lower
bound and the upper bound of every C[𝑖] of qualified ℎ-cumulative
vectors C. The closed form formulae of 𝑙ℎ

𝑖
and 𝑢ℎ

𝑖
(1 ≤ 𝑖 ≤ 𝑞) are

𝑙ℎ𝑖 = max(⌈𝑀 (𝑖, ℎ) − Ω(ℎ)⌉, ℎ −𝑚 + C𝑇 [𝑖], 0)

𝑢ℎ𝑖 = min(⌊Γ(𝑖, ℎ) + Ω(ℎ)⌋,C𝑇 [𝑖], ℎ)

(4a)

(4b)

where𝑀 (𝑖, ℎ) = max𝑖
𝑗=1{Γ( 𝑗, ℎ)}. We define 𝑙ℎ0 = 𝑢ℎ0 = 0, as C[0] =

0 is a constant.
Given the lower bounds 𝑙ℎ

𝑖
and the upper bounds 𝑢ℎ

𝑖
of the ele-

ment in any qualified ℎ-cumulative vectors, if for each 𝑖 (1 ≤ 𝑖 ≤ 𝑞),
𝑙ℎ
𝑖
≤ 𝑢ℎ

𝑖
, we can construct an ℎ-cumulative vector C by selecting

each element C[𝑖] from [𝑙ℎ
𝑖
, 𝑢ℎ

𝑖
]. Based on this intuition, we use

the lower bounds and the upper bounds of C[1],C[2], . . . ,C[𝑞] to
derive a sufficient and necessary condition for the existence of a
qualified ℎ-cumulative vector C as follows.

Theorem 1. Given the KS test with a reference set 𝑅 and a test set
𝑇 , for ℎ (1 ≤ ℎ ≤ 𝑚 − 1), there exists a qualified ℎ-cumulative vector
if and only if for each 𝑖 (1 ≤ 𝑖 ≤ 𝑞), 𝑙ℎ

𝑖
≤ 𝑢ℎ

𝑖
.

Proof. (Necessity) Since 𝑙ℎ
𝑖
and 𝑢ℎ

𝑖
are the lower bound and the

upper bound of C[𝑖], respectively, the necessity is straightforward.
(Sufficiency) Assuming for each 𝑖 (1 ≤ 𝑖 ≤ 𝑞), 𝑙ℎ

𝑖
≤ 𝑢ℎ

𝑖
, we

construct a qualified ℎ-cumulative vector C as follows. We start by
setting C[𝑞] = 𝑢𝑞 , and then for 𝑖 iterating from 𝑞 to 1, we choose an
integer C[𝑖 − 1] from [𝑙ℎ

𝑖−1, 𝑢
ℎ
𝑖−1], such that 0 ≤ C[𝑖] − C[𝑖 − 1] ≤

C𝑇 [𝑖] − C𝑇 [𝑖 − 1].
Now we show that such an integer C[𝑖 − 1] always exists. Since

𝑙ℎ
𝑖
is derived by setting C[𝑖 − 1] = 𝑙ℎ

𝑖−1 in Equation 2a and 𝑢ℎ
𝑖
is

derived by setting C[𝑖 −1] = 𝑢ℎ
𝑖−1 in Equation 2b, we have 𝑙ℎ

𝑖−1 ≤ 𝑙
ℎ
𝑖

and 𝑢ℎ
𝑖
≤ 𝑢ℎ

𝑖−1 + C𝑇 [𝑖] − C𝑇 [𝑖 − 1]. Since 𝑙ℎ
𝑖
≤ C[𝑖] ≤ 𝑢ℎ

𝑖
, we

have 𝑙ℎ
𝑖−1 ≤ C[𝑖] ≤ 𝑢ℎ

𝑖−1 + C𝑇 [𝑖] − C𝑇 [𝑖 − 1]. Since 𝑙ℎ
𝑖−1 ≤ 𝑢

ℎ
𝑖−1

and they are integers, there exists an integer C[𝑖 − 1] ∈ [𝑙ℎ
𝑖−1, 𝑢

ℎ
𝑖−1],

such that 0 ≤ C[𝑖] − C[𝑖 − 1] ≤ C𝑇 [𝑖] − C𝑇 [𝑖 − 1]. Thus, an ℎ-
cumulative vector C can be constructed by iteratively applying the
above operations to set up elements in C.

Last, we prove that C is a qualified ℎ-cumulative vector by show-
ing that for each 𝑖 (1 ≤ 𝑖 ≤ 𝑞), C[𝑖] satisfies Equations 2a and
2b. According to the definition of an ℎ-cumulative vector, we have
C[𝑖 − 1] ≤ C[𝑖]. By Equation 4a, we have ℎ −𝑚 + C𝑇 [𝑖] ≤ 𝑙ℎ

𝑖

and ⌈Γ(𝑖, ℎ) − Ω(ℎ)⌉ ≤ 𝑙ℎ
𝑖
. Since 𝑙ℎ

𝑖
≤ C[𝑖], C[𝑖] satisfies Equa-

tion 2a. By Equation 4b, we have 𝑢ℎ
𝑖
≤ ℎ and 𝑢ℎ

𝑖
≤ ⌊Γ(𝑖, ℎ) + Ω(ℎ)⌋.

According to how C[𝑖 − 1] is selected, C[𝑖] and C[𝑖 − 1] satisfy
C[𝑖] −C[𝑖 − 1] ≤ C𝑇 [𝑖] −C𝑇 [𝑖 − 1]. Since C[𝑖] ≤ 𝑢ℎ

𝑖
, C[𝑖] satisfies

Equation 2b. The sufficiency follows Lemma 1 immediately. □

According to Theorem 1, we can efficiently check the existence
of a qualified ℎ-cumulative vector by checking the 𝑞 pairs of lower
bounds and upper bounds, (𝑙ℎ1 , 𝑢

ℎ
1 ), . . . , (𝑙

ℎ
𝑞 , 𝑢

ℎ
𝑞 ). Each pair of bounds

can be computed and checked in𝑂 (1) time. Since𝑞 ≤ 𝑛+𝑚, the time
complexity of checking the existence of a qualified ℎ-cumulative
vector is 𝑂 (𝑛 +𝑚).

Since the existence of a qualified ℎ-cumulative vector is equiva-
lent to the existence of a qualified ℎ-subset, we can tackle the first
efficiency bottleneck by checking the 𝑞 pairs of lower bounds and
upper bounds. This reduces the time complexity of checking the ex-
istence of a qualified ℎ-subset from𝑂 (

(𝑚
ℎ

)
(𝑚+𝑛−ℎ) log(𝑚+𝑛−ℎ))

to 𝑂 (𝑛 +𝑚).
To find the size of explanations, for each subset size ℎ (1 ≤ ℎ ≤

𝑚−1), we need to apply Theorem 1 to check the existence of a qual-
ified ℎ-cumulative vector. Therefore, the overall time complexity of
finding the size of explanations is 𝑂 (𝑚(𝑚 + 𝑛)). Next, we further
reduce the time complexity to𝑂 ((𝑚 + 𝑛) log(𝑚) + (𝑚 + 𝑛) (𝑘 − 𝑘)),
where 𝑘 is a lower bound on the size of explanations 𝑘 .

Example 4. One can verify that the reference set and the test set
in Example 3 fail the KS test with significance level 𝛼 = 0.3. When
ℎ = 1, the lower bound 𝑙ℎ2 = 2 and the upper bound 𝑢ℎ2 = 1. As
𝑙ℎ2 > 𝑢ℎ2 , by Theorem 1, there does not exist a qualified 1-cumulative
vector. When ℎ = 2, (𝑙ℎ1 , 𝑢

ℎ
1 ) = (0, 1), (𝑙

ℎ
2 , 𝑢

ℎ
2 ) = (1, 2), (𝑙

ℎ
3 , 𝑢

ℎ
3 ) =

(1, 2) and (𝑙ℎ4 , 𝑢
ℎ
4 ) = (1, 2). By Theorem 1, there exists a qualified

2-cumulative vector and thus a qualified 2-subset. Since the smallest
size of a qualified subset is 2, the explanation size 𝑘 = 2.

4.4 Finding a Lower Bound on Explanation Size
by Binary Search

To tackle the second efficiency bottleneck, in this subsection, we
develop a technique to find a lower bound on the size of explana-
tions in 𝑂 ((𝑚 + 𝑛) log𝑚) time. Using this technique, to find the
size of explanations, we only need to check the subset sizes that
are larger than or equal to the lower bound.

To reduce the number of subset sizes to be checked, we develop
a necessary condition for the existence of a qualified ℎ-cumulative
vector with respect to ℎ. The necessary condition is obtained by
relaxing the sufficient and necessary condition stated in Theorem 1.
The necessary condition has a nicemonotonicitywith respect toℎ. If
an integerℎ (1 ≤ ℎ ≤ 𝑚−2) satisfies the condition, all integers from
ℎ + 1 to𝑚 − 1 also satisfy the necessary condition. This is because
the right hand side of each inequality in Equation 5 increases faster
than its left hand side as ℎ increases. Thus, we can leverage this
property to find a lower bound 𝑘 of the explanation size 𝑘 by a
binary search in 𝑂 ((𝑚 + 𝑛) log𝑚) time. The lower bound reduces
the search range of 𝑘 from [1, 𝑘] to [𝑘, 𝑘]. This helps us further
reduce the complexity of phase 1 in MOCHE from 𝑂 (𝑚(𝑛 +𝑚)) to
𝑂 ((𝑛 +𝑚) log(𝑚) + (𝑘 − 𝑘) (𝑛 +𝑚)).

Theorem 2. Given the KS test with a reference set 𝑅 and a test set
𝑇 , for ℎ (1 ≤ ℎ ≤ 𝑚 − 1), there exists a qualified ℎ-cumulative vector
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only if for each 𝑖 (1 ≤ 𝑖 ≤ 𝑞), the following holds.

0 ≤ ⌊Γ(𝑖, ℎ) + Ω(ℎ)⌋
⌈𝑀 (𝑖, ℎ) − Ω(ℎ)⌉ ≤ ℎ
𝑀 (𝑖, ℎ) − Ω(ℎ) ≤ Γ(𝑖, ℎ) + Ω(ℎ)

(5a)
(5b)
(5c)

Moreover, if Equation 5 holds for ℎ > 0, then it also holds for ℎ + 1.

Proof. We first prove the necessary condition. Since there exists
a qualifiedℎ-cumulative vector, by Theorem 1, for each 𝑖 (1 ≤ 𝑖 ≤ 𝑞),
𝑙ℎ
𝑖
≤ 𝑢ℎ

𝑖
. 𝑙ℎ
𝑖
and 𝑢ℎ

𝑖
are the maximum and the minimum of the three

terms in Equations 4a and 4b, respectively. Thus, every term in𝑢ℎ
𝑖
is

larger than or equal to every term in 𝑙ℎ
𝑖
. Therefore, we immediately

have Equations 5a and 5b, as well as the following.

⌈𝑀 (𝑖, ℎ) − Ω(ℎ)⌉ ≤ ⌊Γ(𝑖, ℎ) + Ω(ℎ)⌋ (6)

Since 𝑀 (𝑖, ℎ) − Ω(ℎ) ≤ ⌈𝑀 (𝑖, ℎ) − Ω(ℎ)⌉ and ⌊Γ(𝑖, ℎ) + Ω(ℎ)⌋ ≤
Γ(𝑖, ℎ) + Ω(ℎ), Equation 5c follows Equation 6 immediately.

Next, we prove the monotonicity of the necessary condition with
respect to ℎ. For each inequality in Equation 5, we show that for
each 𝑖 (1 ≤ 𝑖 ≤ 𝑞), if a size ℎ (1 ≤ ℎ ≤ 𝑚−2) satisfies the inequality,
the size ℎ + 1 also satisfies the inequality.

Equation 5a: Plugging the definitions of Γ(𝑖, ℎ) and Ω(ℎ) into
Equation 5a, the inequality can be simplified to C𝑇 [𝑖 ]

𝑚−ℎ −
C𝑅 [𝑖 ]
𝑛 ≥

−𝑐𝛼
√

1
𝑚−ℎ +

1
𝑛 . Sincewe have−𝑐𝛼

√
1

𝑚−ℎ +
1
𝑚 > −𝑐𝛼

√
1

𝑚−ℎ−1 +
1
𝑚

and C𝑇 [𝑖 ]
𝑚−ℎ−1 ≥

C𝑇 [𝑖 ]
𝑚−ℎ , we can get C𝑇 [𝑖 ]

𝑚−ℎ−1−
C𝑅 [𝑖 ]
𝑛 > −𝑐𝛼

√
1

𝑚−ℎ−1 +
1
𝑛 ,

which can be simplified to 0 ≤ ⌊Γ(𝑖, ℎ + 1) + Ω(ℎ + 1)⌋.
Equation 5b: Plugging the definition of𝑀 (𝑖, ℎ) into Equation 5b,

we have ⌈Γ( 𝑗, ℎ) − Ω(ℎ)⌉ ≤ ℎ, for each integer 𝑗 (1 ≤ 𝑗 ≤ 𝑖). Plug-
ging the definitions of Γ( 𝑗, ℎ) and Ω(ℎ) into the inequality, the
inequality can be simplified to C𝑇 [ 𝑗 ]−ℎ

𝑚−ℎ − C𝑅 [ 𝑗 ]
𝑛 ≤ 𝑐𝛼

√
1

𝑚−ℎ +
1
𝑛 .

Since 𝑐𝛼
√

1
𝑚−ℎ +

1
𝑛 < 𝑐𝛼

√
1

𝑚−ℎ−1 +
1
𝑛 and C𝑇 [ 𝑗 ]−ℎ−1

𝑚−ℎ−1 <
C𝑇 [ 𝑗 ]−ℎ
𝑚−ℎ ,

we have C𝑇 [ 𝑗 ]−ℎ−1
𝑚−ℎ−1 −

C𝑅 [ 𝑗 ]
𝑛 ≤ 𝑐𝛼

√
1

𝑚−ℎ−1 +
1
𝑛 , which can be simpli-

fied to Γ( 𝑗, ℎ+1)−Ω(ℎ+1) ≤ ℎ. Sinceℎ is an integer, we immediately
have ⌈Γ( 𝑗, ℎ+1) −Ω(ℎ+1)⌉ ≤ ℎ. Applying the definition of𝑀 (𝑖, ℎ),
we have ⌈𝑀 (𝑖, ℎ + 1) − Ω(ℎ + 1)⌉ ≤ ℎ.

Equation 5c: According to the definition of𝑀 (𝑖, ℎ), from Equa-
tion 5c, we have Γ( 𝑗, ℎ) − Ω(ℎ) ≤ Γ(𝑖, ℎ) + Ω(ℎ), for each integer 𝑗
(1 ≤ 𝑗 ≤ 𝑖). Plugging the definitions of Ω(ℎ) and Γ( 𝑗, ℎ) into the
inequality, the inequality can be simplified to −2𝑐𝛼

√
1

𝑚−ℎ +
1
𝑛 ≤

C𝑇 [𝑖 ]−C𝑇 [ 𝑗 ]
𝑚−ℎ − 1

𝑛 (C𝑅 [𝑖]−C𝑅 [ 𝑗]). Since C𝑇 [𝑖 ]−C𝑇 [ 𝑗 ]
𝑚−ℎ−1 >

C𝑇 [𝑖 ]−C𝑇 [ 𝑗 ]
𝑚−ℎ

and −2𝑐𝛼
√

1
𝑚−ℎ +

1
𝑛 > −2𝑐𝛼

√
1

𝑚−ℎ−1 +
1
𝑛 , we have the inequality

−2𝑐𝛼
√

1
𝑚−ℎ−1 +

1
𝑛 <

C𝑇 [𝑖 ]−C𝑇 [ 𝑗 ]
𝑚−ℎ−1 − 1

𝑛 (C𝑅 [𝑖] − C𝑅 [ 𝑗]), which can
be simplified to Γ( 𝑗, ℎ + 1) − Ω(ℎ + 1) ≤ Γ(𝑖, ℎ + 1) + Ω(ℎ + 1).
Applying the definition of𝑀 (𝑖, ℎ), we have𝑀 (𝑖, ℎ + 1) −Ω(ℎ + 1) ≤
Γ(𝑖, ℎ + 1) + Ω(ℎ + 1). □

The smallest integer 𝑘 that satisfies the necessary condition
in Theorem 2 is a lower bound on the size 𝑘 of the explanations.
We do not need to check any ℎ-subset smaller than 𝑘 , as they are
guaranteed not to contain a qualified ℎ-cumulative vector. Based
on the monotonicity of Equation 5 with respect to ℎ, we can apply

binary search to find the smallest integer 𝑘 that satisfies Theorem 2.
For ℎ ∈ [1,𝑚 − 1], it takes 𝑂 (𝑛 +𝑚) time to verify the 𝑞 groups of
inequalities in Theorem 2, because 𝑞 ≤ 𝑛+𝑚. Therefore, the overall
time complexity of finding 𝑘 is 𝑂 ((𝑚 + 𝑛) log𝑚). Once 𝑘 is found,
we iteratively use Theorem 1 to find the exact size of explanations.
The overall time complexity of finding the exact size of explanation
is𝑂 ((𝑚+𝑛) log𝑚+ (𝑚+𝑛) (𝑘 −𝑘)), where 𝑘 is the exact size. In the
worst case, 𝑘 − 𝑘 = 𝑂 (𝑚), and the complexity is still 𝑂 (𝑚(𝑚 + 𝑛)).
However, as verified by our experiments, 𝑘 −𝑘 is often a very small
number and our technique can significantly improve the efficiency
of searching the size of explanations.

Example 5. Consider the failed KS test in Example 4. We apply
binary search to find the lower bound 𝑘 ∈ [1, 3]. We start with
ℎ = ⌊(1 + 3)/2⌋ = 2 and find that ℎ = 2 satisfies Theorem 2. Thus,
𝑘 ≤ 2. Then, we search the left half [1, 2] and setℎ = ⌊(1+2)/2⌋ = 1.
As ⌈𝑀 (1, ℎ) − Ω(ℎ)⌉ = 2, Equation 5b does not hold and thus ℎ = 1
does not satisfy Theorem 2. This concludes that 𝑘 = 2.

5 GENERATING MOST COMPREHENSIBLE
EXPLANATIONS

Given the size of explanations 𝑘 , the brute force method takes
𝑂 (

(𝑚
𝑘

)
(𝑚 +𝑛 −𝑘) log(𝑚 +𝑛 −𝑘)) time to find the most comprehen-

sible explanation by enumerating the 𝑘-subsets of𝑇 . In this section,
we develop a method to directly construct the most comprehen-
sible explanation in 𝑂 (𝑚(𝑛 +𝑚)) time without enumerating the
𝑘-subsets.

An ℎ-subset 𝑆 ⊂ 𝑇 is called an ℎ-partial explanation if there
exists an explanation that is a superset of 𝑆 . When it is clear from
the context, we also call 𝑆 a partial explanation for short.

According to Definition 1, the most comprehensible explanation
is the explanation that has the smallest lexicographical order. This
property facilitates the design of our construction algorithm. Our
algorithm scans the data points in 𝑇 in the order of 𝐿 and selects
the first data point 𝑥𝑖1 that is in an explanation, that is, 𝑥𝑖1 is a
1-partial explanation. Since 𝑥𝑖1 is the first such data point in 𝐿, the
most comprehensible explanation must contain 𝑥𝑖1 , otherwise we
have the contradiction that the explanation containing 𝑥𝑖1 precedes
the most comprehensible explanation in the lexicographical order.
Then, the algorithm continues to scan the points after 𝑥𝑖1 in 𝐿,
still in the order of 𝐿, and finds the next data point 𝑥𝑖2 such that
{𝑥𝑖1 , 𝑥𝑖2 } are part of an explanation, that is, {𝑥𝑖1 , 𝑥𝑖2 } is a 2-partial
explanation. Clearly, {𝑥𝑖1 , 𝑥𝑖2 } is part of the most comprehensive
explanation. The search continues until𝑘 points are obtained, which
is the most comprehensible explanation. The construction method
is summarized in Algorithm 1.

Now, the remaining question is how we can determine whether
an ℎ-subset 𝑆 is a partial explanation. We first establish that a sub-
set 𝑆 is a partial explanation if and only if there exists a qualified
𝑘-cumulative vector, which satisfies a small group of inequalities
derived from 𝑆 . Then, we introduce a sufficient and necessary con-
dition for the existence of such a 𝑘-cumulative vector, which can
be efficiently checked in 𝑂 (𝑛 +𝑚) time.

Lemma 2. Given the KS test with a reference set 𝑅 and a test set 𝑇 ,
for a subset 𝑆 ⊂ 𝑇 , 𝑆 is a partial explanation if and only if there exists
a qualified 𝑘-cumulative vector C, such that the following inequality
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Algorithm 1: Find the most comprehensible explanation
Input: a reference set 𝑅, a test set𝑇 , a significance level 𝛼 , a

preference list 𝐿, the size of explanations 𝑘
Output: 𝐼 := the most comprehensible explanation

1 Initialize 𝐼 ← ∅
2 𝑇 ← sort the data points in𝑇 in the order of 𝐿
3 for 𝑖 ← 1; 𝑖 ≤ |𝑇 |; 𝑖 + + do
4 if 𝐼 ∪ {𝑇 [𝑖 ] } is a partial explanation then 𝐼 ← 𝐼 ∪ {𝑇 [𝑖 ] } ;
5 if |𝐼 | = 𝑘 then return 𝐼 ;
6 end

holds for 1 ≤ 𝑖 ≤ 𝑞,

C[𝑖] − C[𝑖 − 1] ≥ C𝑆 [𝑖] − C𝑆 [𝑖 − 1] (7)

Proof. (Necessity) Since 𝑆 is a partial explanation, by definition,
there exists an explanation I such that 𝑆 ⊆ I. Denote by C the
qualified 𝑘-cumulative vector of I. For each 𝑖 (1 ≤ 𝑖 ≤ 𝑞), since
C[𝑖] − C[𝑖 − 1] and C𝑆 [𝑖] − C𝑆 [𝑖 − 1] are the numbers of times 𝑥𝑖
appearing in I and 𝑆 , respectively, and 𝑆 ⊆ I, C[𝑖] − C[𝑖 − 1] ≥
C𝑆 [𝑖] − C𝑆 [𝑖 − 1] holds. The necessity follows.

(Sufficiency) Assume a qualified 𝑘-cumulative vector C that sat-
isfies Equation 7. Let I be the explanation corresponding to C. For
each data point 𝑥𝑖 ∈ 𝑆 , 𝑥𝑖 appears C𝑆 [𝑖] −C𝑆 [𝑖 − 1] times in 𝑆 . Due
to Equation 7, 𝑥𝑖 appears in I the same or more number of times.
Thus, 𝑆 ⊆ I and 𝑆 is a partial explanation. □

Next, we derive a sufficient and necessary condition for the
existence of such a 𝑘-cumulative vector C by investigating the
lower bound and the upper bound of each element C[𝑖]. Since C
is a qualified 𝑘-cumulative vector, by Theorem 1, 𝑙𝑘

𝑖
≤ C[𝑖] ≤ 𝑢𝑘

𝑖
.

Equation 7 can be rewritten as C[𝑖 − 1] ≤ C[𝑖] −C𝑆 [𝑖] +C𝑆 [𝑖 − 1].
That is, the upper bound of C[𝑖−1] dependents on the upper bound
of C[𝑖]. Denote by 𝑙𝑖 = 𝑙𝑘𝑖 a lower bound of C[𝑖] and by 𝑢𝑖 an upper
bound of C[𝑖]. Since C[𝑖] ≤ 𝑢𝑖 and C[𝑖−1] ≤ 𝑢𝑘

𝑖−1, about the upper
bounds we have, for 𝑖 (1 ≤ 𝑖 ≤ 𝑞),

𝑢𝑖−1 = min(𝑢𝑘𝑖−1, 𝑢𝑖 − C𝑆 [𝑖] + C𝑆 [𝑖 − 1]). (8)

Given the size of explanations 𝑘 , we first compute 𝑢𝑘
𝑖
for each

𝑖 (1 ≤ 𝑖 ≤ 𝑞) by Equation 4b. Then, we iteratively compute 𝑢𝑖 for
each 𝑖 (0 ≤ 𝑖 ≤ 𝑞). We define 𝑢𝑞 = 𝑢𝑘𝑞 and plug 𝑢𝑞 into Equation 8
to compute 𝑢𝑞−1, and iteratively compute the upper bound of each
C[𝑖] of a qualified 𝑘-cumulative vector C that satisfies Equation 7.

Since 𝑢𝑖 depends on 𝑢𝑘𝑖 , once the size of explanations 𝑘 is deter-
mined using the techniques developed in Section 4, we can compute
the value 𝑢𝑖 . Based on a similar intuition as Theorem 1, we can use
the lower bound 𝑙𝑖 and the upper bound𝑢𝑖 to derive a sufficient and
necessary condition for the existence of a qualified 𝑘-cumulative
vector C that satisfies Equation 7 as stated in the following result,
and thus decide whether an ℎ-subset 𝑆 is a partial explanation.

Theorem 3. Given the KS test with a reference set 𝑅 and a test set
𝑇 , for a subset 𝑆 ⊂ 𝑇 , there exists a qualified 𝑘-cumulative vector C
that satisfies Equation 7 if and only if for each 𝑖 (0 ≤ 𝑖 ≤ 𝑞), 𝑙𝑖 ≤ 𝑢𝑖 .

Proof. (Sufficiency) Given 𝑆 , assume for each 𝑖 (0 ≤ 𝑖 ≤ 𝑞),
𝑙𝑖 ≤ 𝑢𝑖 . We construct a 𝑘-cumulative vector C such that for each 𝑖

(0 ≤ 𝑖 ≤ 𝑞), C[𝑖] = 𝑢𝑖 . We show that C is a qualified 𝑘-cumulative
vector and also satisfies Equation 7.

We first prove that C is a qualified 𝑘-cumulative vector by show-
ing that C[0] = 0, and each C[𝑖] (1 ≤ 𝑖 ≤ 𝑞) satisfies Equations 2a
and 2b. Since 𝑙𝑘0 = 𝑙0 ≤ 𝑢0 ≤ 𝑢𝑘0 = 0, we have 𝑙0 = 𝑢0 = 0 and thus
C[0] = 0. Plugging C[𝑖 − 1] = 𝑢𝑖−1 and C[𝑖] = 𝑢𝑖 into Equation 8,
we have C[𝑖−1] ≤ C[𝑖]. Since 𝑙𝑖 = 𝑙𝑘𝑖 ≤ C[𝑖], from Equation 4a, we
have ⌈Γ(𝑖, ℎ) − Ω(ℎ)⌉ ≤ C[𝑖] and ℎ −𝑚 +C𝑇 [𝑖] ≤ C[𝑖]. Therefore,
C[𝑖] satisfies Equation 2a.

Plugging C[𝑖 − 1] = 𝑢𝑖−1 into Equation 8, the value of C[𝑖 − 1]
falls into one of the following two cases.

Case 1: C[𝑖 − 1] = 𝑢𝑘
𝑖−1. As 𝑢

𝑘
𝑖
is derived by plugging C[𝑖 − 1] =

𝑢𝑘
𝑖−1 into Equation 2b, we have𝑢𝑘

𝑖
≤ C𝑇 [𝑖] −C𝑇 [𝑖 −1] +𝑢𝑘

𝑖−1. Since
C[𝑖] ≤ 𝑢𝑘

𝑖
and C[𝑖 − 1] = 𝑢𝑘

𝑖−1, we have C[𝑖] ≤ C𝑇 [𝑖] −C𝑇 [𝑖 − 1] +
C[𝑖 − 1].

Case 2: C[𝑖 − 1] = 𝑢𝑖 − C𝑆 [𝑖] + C𝑆 [𝑖 − 1]. Since 𝑆 ⊂ 𝑇 , C𝑆 [𝑖] −
C𝑆 [𝑖 − 1] ≤ C𝑇 [𝑖] − C𝑇 [𝑖 − 1]. Since C[𝑖] = 𝑢𝑖 , we have C[𝑖] ≤
C𝑇 [𝑖] − C𝑇 [𝑖 − 1] + C[𝑖 − 1].

Since C[𝑖] = 𝑢𝑖 ≤ 𝑢𝑘𝑖 , from Equation 4b, we have C[𝑖] ≤ 𝑘 and
C[𝑖] ≤ ⌊Γ(𝑖, 𝑘) + Ω(𝑘)⌋. Therefore, C[𝑖] satisfies Equation 2b. By
Lemma 1, C is a qualified 𝑘-cumulative vector.

Since for each 𝑖 (0 ≤ 𝑖 ≤ 𝑞), C[𝑖] = 𝑢𝑖 , from Equation 8, we can
derive that every C[𝑖] satisfies Equation 7.

(Necessity) Given 𝑆 , assume a qualified 𝑘-cumulative vector C
that satisfies Equation 7. Since 𝑙𝑖 and 𝑢𝑖 are the lower and the upper
bound of C[𝑖], respectively, the necessity follows immediately. □

Example 6. Consider the failed KS test in Example 4, where the
size of explanations 𝑘 is 2. Suppose a user provides a preference
list 𝐿 = [𝑡4, 𝑡3, 𝑡2, 𝑡1]. We initialize the constructed explanation
𝐼 = ∅ and scan the data points in 𝑇 in the order of 𝐿. For the first
scanned data point 𝑡4 = 20, we check if 𝑆 = 𝐼 ∪ {𝑡4} is a partial
explanation. By Equation 8, the upper bound 𝑢3 = 1. As the lower
bound 𝑙3 = 𝑙𝑘3 = 2 > 𝑢3, by Theorem 3, 𝑆 is not a partial explanation
and thus 𝑡4 is not in any explanations.

We repeat the same step for the second scanned data point 𝑡3 =

12. When 𝑆 = {𝑡3}, (𝑙0, 𝑢0) = (0, 0), (𝑙1, 𝑢1) = (0, 1), and (𝑙2, 𝑢2) =
(𝑙3, 𝑢3) = (𝑙4, 𝑢4) = (2, 2). By Theorem 3, 𝑆 is a partial explanation
and thus we add 𝑡3 to 𝐼 . The third scanned data point 𝑡2 = 13 is
added to 𝐼 for the same reason. As the size of 𝐼 = {𝑡3, 𝑡2} is equal to
𝑘 , 𝐼 is the most comprehensible explanation on the failed KS test.

Given an explanation size 𝑘 and a subset 𝑆 , it takes 𝑂 (𝑚 + 𝑛)
time to verify the 𝑞 +1 groups of inequalities in Theorem 3, because
𝑞 ≤ 𝑛+𝑚. Since for each data point 𝑡𝑖 in𝑇 , we need to checkwhether
𝐼 ∪ {𝑡𝑖 } is a partial explanation, where 𝐼 is the partial explanation
found so far, the overall time complexity of constructing the most
comprehensible explanation is 𝑂 (𝑚(𝑛 +𝑚)).

As shown in Section 4, it takes𝑂 ((𝑚+𝑛) log(𝑚))+𝑂 ((𝑛+𝑚) (𝑘−
𝑘)) = 𝑂 ((𝑚 + 𝑛) (log𝑚 + 𝑘 − 𝑘)) time to identify the explanation
size. In total, our method takes 𝑂 (𝑚(𝑛 +𝑚)) time to find the most
comprehensible explanation for a failed KS test.

6 EXPERIMENTS
In this section, we evaluate the effectiveness of most comprehensi-
ble counterfactual explanations, and the efficiency and scalability
of MOCHE. We describe the datasets and the experiment settings
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Table 1: Some statistics of the datasets.

Dataset # Time series Length
AWS 17 1,243 ∼ 4,700
AD 6 1,538 ∼ 1,624
TRF 7 1,127 ∼ 2,500
TWT 10 15,831 ∼ 15,902
KC 7 1,882 ∼ 22,695
ART 6 4032

in Section 6.1. Counterfactual explanations on a failed KS test have
two fundamental requirements, being small and reversing the failed
KS test. In Section 6.2, we evaluate the size of our explanations. In
Section 6.2.1, we evaluate whether our explanations can reverse
failed KS tests. In Section 6.3, we investigate the effectiveness of our
method. Last, in Section 6.4, we verify the efficiency and scalability
of our proposed method.

6.1 Datasets and Experiment Settings
6.1.1 Dataset Construction. We conduct experiments using 6 uni-
variate time series datasets in the Numenta Anomaly Benchmark
(NAB) repository [34] and a COVID-19 dataset.

COVID-19 Data. The COVID-19 dataset [2] is described in Ex-
amples 1 and 2. The 10 age groups in the dataset are encoded from
young to old by integers from 1 to 10. We use the cases reported in
August and September 2020 to build the reference set and the test
set, respectively. The KS test fails at significance level 0.05, which
indicates that the infected cases in those two months unlikely fol-
low the same distribution on age groups. In Section 6.3, as a case
study we interpret the failed KS test to find the data points that
may likely be relevant to the failure.

We use the population descending order of the HAs to generate
the preference list 𝐿 of data points in the test set. The data points
from the same HAs are sorted arbitrarily. We obtain the populations
of the HAs from the website of Statistics Canada [6].

Time Series Data. Each dataset in the NAB repository contains
6 to 10 time series and each time series contains 1,000 to 20,000
observations. For each time series, the ground truth labels of ab-
normal observations are available. The AWS server metrics (AWS)
dataset contains the time series of the CPU Utilization, Network
Bytes In, and Disk Read Bytes of an AWS server. The online ad-
vertisement clicks (AD) dataset contains the time series of online
advertisement clicking rates and cost per thousand impressions.
The freeway traffic (TRF) dataset contains the time series of oc-
cupancy, speed, and travel time of freeway traffics collected by
specific sensors. The Tweets (TWT) dataset contains the time series
of numbers of Twitter mentions of publicly-traded companies such
as Google, IBM, and Apple. The miscellaneous known causes (KC)
dataset contains the time series from multiple domains, including
machine temperature, number of NYC taxi passengers, and CPU
usage of an AWS server. The artificial (ART) dataset contains the
artificially-generated time series with varying types of distribution
drifts [30].

We run a sliding window𝑊 of size 𝑤 to obtain the reference
set, and use the window of the same size following𝑊 immediately
without any overlap as the test set. The reference set and the test set

are muti-sets consisting of the observation values in corresponding
sliding windows. The KS test is conducted multiple times as the
sliding windows run through a time series. A failed KS test indicates
that the time series has a distribution drift [30]. We interpret the
failed KS test to find the data points that are likely relevant to the
failure.

The significance level of the KS test is always set to 0.05 following
the convention in statistical testing. We use a variety of window
sizes, including 100, 200, 300, 1,000, 1,500, and 2,000.

We apply a widely used time series outlier detection method,
Spectral Residual [53] to automatically generate the preference lists
𝐿 of data points in the test sets. This preference list 𝐿 reflects a
user’s domain knowledge about data abnormality. Data points with
larger outlying scores are ranked higher in 𝐿. The data points with
the same outlying scores are sorted randomly. We use the published
Python codes of Spectral Residual [1] with the default parameters.

6.1.2 Baselines. To the best of our knowledge, interpreting failed
KS tests has not been studied in literature. To evaluate the perfor-
mance of MOCHE (M for short in figures), we design six baselines.

Greedy (GRD for short) generates a counterfactual explanation
I by greedily selecting the first 𝑙 data points in 𝐿 such that 𝑅 and
𝑇 \ I can pass the KS test. When the preference list is generated by
an outlier detectionmethod, Greedy can be regarded as an extension
of the outlier detection method to interpret failed KS tests.

Extended-CornerSearch (CS for short) is extended from Cor-
nerSearch [21], a state-of-the-art𝐿0-norm adversarial attackmethod
on image classifiers. CornerSearch generates adversarial images by
randomly searching a small portion of the top-𝐾 important pixels of
input images and masking them to 0 or 1. Although CornerSearch
is not proposed to interpret failed KS tests, it may be extended to
serve the purpose. The Extended-CornerSearch treats data points
as pixels and perturbs the selected data points I by removing them
from 𝑇 . After applying each perturbations, it conducts the KS test
on 𝑅 and 𝑇 \ I to check if I is an explanation, meaning passing
the KS test so that the unchanged part is regarded as normal by
classifiers.

Extended-GRACE (GRC for short) is a direct extension from
GRACE [36], the state-of-the-art counterfactual explanationmethod
on neural networks. To interpret a prediction on an input vector
x, GRACE perturbs the most important 𝐾 features of x, which are
ranked by an external method, to change the prediction. GRACE
only accepts vectors as inputs and generates explanations by mini-
mizing a target classifier’s prediction scores. Correspondingly, we
extend GRACE to interpret failed KS tests by first accommodating
the inconsistency between the inputs of GRACE and our problem
through a mapping from an 𝑚-dimensional vector x to a subset
𝑆 ⊆ 𝑇 , where 𝑚 = |𝑇 |. We project x to its nearest 0-1 vector
and put the 𝑖-th data point 𝑡𝑖 into 𝑆 if the 𝑖-th element of the
vector is 0. Next, we extend the objective function of GRACE to
find explanations on failed KS tests by perturbing x to minimize
𝑔(x) =

√
𝑛∗(𝑚−|𝑆 |)
𝑛+(𝑚−|𝑆 |)𝐷 (𝑅,𝑇 \ 𝑆), where 𝑆 is the set of data points

picked by vector x. Based on the definition of the KS test, 𝑆 is an
explanation on the failed KS test if 𝑔(x) is smaller than the critical
value 𝑐𝛼 . Since 𝑔(x) is not differentiable, we adopt the zeroth order
optimization algorithm in [20] to solve the problem. We skip the
entropy-based feature selection step used in GRACE, as it requires
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access to training data of classifiers, which is not available in our
problem setting.

Extended-D3 is extended from D3 [59], an outlier detection
method on data streams. Given a set of historical data points 𝑋 ,
a new coming data point 𝑥 is detected as an outlier if 𝑥 has a
low probability density in 𝑋 . As D3 is not designed for interpreting
failed KS tests, we extend D3 to serve the purpose. The Extended-D3
selects the data points in𝑇 that have high probability densities in𝑇
and low probability densities in 𝑅. Specifically, denote by 𝑓𝑅 and 𝑓𝑇
the estimated probability density functions of 𝑅 and𝑇 , respectively.
Extended-D3 sorts the data points 𝑡𝑖 in𝑇 in 𝑓𝑇 (𝑡𝑖 )

𝑓𝑅 (𝑡𝑖 ) descending order.
Then, it greedily selects the first 𝑙 data points such that 𝑅 and𝑇 \ I
can pass the KS test. By default, 𝑓𝑅 and 𝑓𝑇 are learned using the same
way as D3. For the COVID-19 dataset, as the data values are discrete,
we use the empirical probability mass functions of 𝑅 and 𝑇 as 𝑓𝑅
and 𝑓𝑇 , respectively. As Extended-D3 cannot take user preferences
as input, it cannot produce comprehensible explanations. When
the context is clear, we call this baseline method D3 for short.

Extended-STOMP (STMP for short) is extended directly from
STOMP [65], a widely used anomalous subsequence detection algo-
rithm on time series. Given a regular time series N, a query time
seriesQ, and a subsequence length 𝑞, STOMP aims to detect anoma-
lous subsequences of length 𝑞 (each is called a 𝑞-subsequence) in Q.
STOMP applies z-normalization on each subsequence and detects
subsequences with anomalous shapes [65].

We extend STOMP to interpret the failed KS tests conducted on
the time series datasets. For a failed KS test, let N and Q be the
corresponding time series segments of the reference set and the test
set, respectively. Extended-STOMP sorts the 𝑞-subsequences of Q
by their anomalous scores in decreasing order. Then, the algorithm
greedily selects the data points from the first 𝑙 subsequences such
that 𝑅 and𝑇 \I can pass the KS test. Same as D3, Extended-STOMP
cannot produce comprehensible explanations.

Extended-Series2Graph (S2G for short) is extended from Se-
ries2Graph [13], a state-of-the-art anomalous subsequence detec-
tion method on time series. Series2Graph takes the same input as
STOMP. It detects 𝑞-subsequences of Q with anomalous shapes by
learning a subsequence embedding model. We extend Series2Graph
to interpret failed KS tests in the same way as Extended-STOMP.
Same as D3, S2G cannot produce comprehensible explanations.

6.1.3 Parameter Settings. By default the significance level in all KS
tests is fixed to 0.05.

We adopt the same parameter setting used in [21] for CS. For
GRC, we set𝐾 = 100 to be consistent with mcCS and set the remain-
ing parameters to the same as [36]. We use the same parameters
as [20] for the zeroth optimization algorithm used in GRC. The
parameters of D3 are set to the same as [59]. We test STMP and
S2G with a variety of 𝑞 values, including 5%|𝑇 |, 10%|𝑇 |, 20%|𝑇 |, and
40%|𝑇 |. Since 𝑞 = 5%|𝑇 | outperforms the other settings on produc-
ing small explanations, we choose 𝑞 = 5%|𝑇 | for STMP and S2G in
all experiments. The remaining parameters of STMP and S2G are
set to the same as [65] and [13], respectively.

We use the published Python codes of Series2Graph [5] and
STOMP [4]. The remaining algorithms are implemented in Python.
All experiments are conducted on a server with two Xeon(R) Silver
4114 CPUs (2.20GHz), four Tesla P40 GPUs, 400GB main memory,
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Figure 2: The average ISE, the larger the better.

and a 1.6TB SSD running Centos 7 OS. Our source code is published
on GitHub https://github.com/research0610/MOCHE.

Since CS and GRC cannot return explanations for all failed KS
tests in 24 hours, for each combination of time series and window
size, we uniformly sample 10 failed KS tests, where the test sets
contain the corresponding ground truth of abnormal observations.
We conduct all experiments on the sampled 2, 690 failed KS tests.

6.2 Conciseness
Small explanations help users focus on predominant factors in a
decision [62]. Therefore, being small is a key preference on coun-
terfactual explanations [36, 41].

We design a binary variable Is-Smallest-Explanation (ISE) in the
performance study of the compared methods in producing small
counterfactual explanations. For the explanations produced by all
methods on the same failed KS test, the ISE of the smallest explana-
tion is 1, and 0 for the other explanations.

We evaluate MOCHE and the six baseline methods in ISE on the
failed KS tests of the time series datasets. GRC and CS cannot find
counterfactual explanations for some failed KS tests. To fairly com-
pare the methods, among the 2,690 failed KS tests in those datasets,
in this experiment we only consider the 847 ones (31.4%) where all
methods can generate counterfactual explanations. Figure 2 shows
the average ISE of all explanations.

STMP and S2G perform poorly. They choose some data points
from the outlying subsequences as explanations on a failed KS test.
Their outlying scores are computed on normalized subsequences,
whose original distributions are changed [13]. Therefore, the data
points from the outlying subsequences cannot explain why the KS
test detects the distribution change between the reference set and
the test set, and thus cannot find the smallest explanations on most
of the failed KS tests.

D3 outperforms STMP and S2G. It interprets by comparing the
estimated distributions of the reference set and the test set. However,
limited by the approximation quality of its distribution estimator,
D3 cannot always produce the smallest explanations.

GRD and CS do not perform well. Both methods generate expla-
nations by taking the first several data points in the preference lists
until the picked data points reverse the KS tests. However, since
the preference lists are generated by a method independent from
the KS test, some data points that are not highly relevant to the
failure of the KS test may still be ranked high in the preference
lists. As a result, those two methods may select many data points
irrelevant to the failure of the KS test and lead to unnecessarily
large explanations.
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Table 2: The reverse factor, the larger the better.

Method AWS TWT AD KC ART TRF
CS 0.85 0.92 0.93 0.90 0.85 0.80
GRC 0.76 0.70 0.78 0.59 0.70 0.82

As a counterfactual explanation method, GRC generates explana-
tions by solving an optimization problem, which allows it to re-rank
the data points based on their effects on the KS tests. Therefore, as
shown in Figure 2, GRC finds smaller explanations than the other
baseline methods. However, GRC still cannot guarantee to find the
smallest explanations all the time, because its objective function is
non-differentiable and hard to minimize.

MOCHE guarantees to find the smallest explanation and thus
has ISE value 1 in all cases.

6.2.1 Contrastivity. A counterfactual explanation on a failed KS
test should reverse the failed KS test into a passed one. In this sub-
section, we quantitatively evaluate the performance of the methods
in providing explanations that can reverse failed KS tests.

To measure the capability of a method, we use the reverse factor
(RF), which is the ratio 𝑅𝐹 = Number of reversed failed KS tests

Total number of failed KS tests . The
larger the RF value, the stronger capability a method reversing
failed KS tests.

Since GRC and CS cannot produce all results within 24 hours
on some data sets, we constrain the two methods to only generate
explanations using the top-100 ranked data points in the preference
lists 𝐿. In other words, GRC and CS abort if a failed KS test does
not have a counterfactual explanation that is a subset of the top-
100 data points. To compare the methods in a fair manner, in this
experiment, we only count the 1,293 (48.1%) among the 2,690 failed
KS tests where GRC and CS do not abort. Table 2 shows the RF of
CS and GRC. The RF values of the other methods are always 1 on
all datasets.

CS and GRC cannot find counterfactual explanations for a large
number of failed KS tests. The non-differential objective function
of GRC is hard to optimize. CS likely samples the top-ranked data
points in a preference list [21]. If the top-ranked data points are
not relevant to the failure of a KS test, CS cannot reverse the failed
KS test within its optimization steps. One may improve the RF
of GRC and CS by more optimization steps. However, as to be
shown in Section 6.4, these two methods are very slow, and more
optimization steps make them even slower. The other baselines
have a good RF. However, as shown in Figure 2, those methods tend
to find large subsets of the test set as explanations, which are not
informative [36, 41]

The RF of MOCHE is 1 on all datasets. MOCHE guarantees to
produce the most comprehensible counterfactual explanations.

6.3 Effectiveness and Case Study
A counterfactual explanation on a failed KS test is effective if remov-
ing the explanation from the test set could make the distributions of
the reference set and the test set similar. In this subsection, we first
quantitatively evaluate the effectiveness of the explanations gener-
ated by all methods. Then, we conduct a case study to illustrate the
effectiveness of the most comprehensible explanations.
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Figure 3: The average RMSE, the smaller the better.

We evaluate the effectiveness of an explanation I using the
root mean square error (RMSE) between the empirical cumulative
functions of 𝑅 and 𝑇 ′ = 𝑇 \ I. The RMSE is defined as RMSE =√∑

𝑥∈𝑅∪𝑇 ′ (𝐹𝑅 (𝑥)−𝐹𝑇 ′ (𝑥))2
|𝑅∪𝑇 ′ | , where 𝐹𝑅 and 𝐹𝑇 ′ are the empirical cu-

mulative functions of 𝑅 and 𝑇 ′, respectively. A small RMSE value
indicates the distributions of 𝑅 and 𝑇 ′ are similar and the explana-
tion I is good.

We evaluate MOCHE and all baseline methods in RMSE on the
failed KS tests of the time series datasets. Figure 3 shows the average
RMSE on each data set for each method.

GRC performs best among all baselines, as it generates explana-
tions on failed KS tests by minimizing the largest absolute differ-
ence between 𝐹𝑅 and 𝐹𝑇 ′ . However, as its non-differential objective
function is hard to minimize, it cannot find a good solution to its
optimization problem. As discussed in Section 6.2, the explanations
generated by the other baselines include many data points that are
irrelevant to the failure of the KS tests. Therefore, they tend to have
large RMSE. MOCHE outperforms all baselines. It guarantees to
produce the smallest explanations that can reverse the failed KS
tests, and thus can guarantee the similarity of the distributions.

Let us examine the explanations on the failed KS test conducted
on the COVID-19 dataset. The two sets are shown as histograms
in Figure 1a. Figures 4a, 4b, and 4c show the histograms of the
explanations produced by MOCHE, GRD and D3, respectively. In
this case, among all baselines GRD and D3 produce the smallest
explanations that can reverse the failed KS test. The empirical
cumulative functions of the reference set, and the test set after
removing each explanation are shown in Figure 4d.

Figure 4a shows that MOCHE selects some data points in the
middle and senior age groups. MOCHE mainly selects the data
points from age groups that have larger relative frequencies in the
test set than in the reference set. As shown in Figure 1b, MOCHE
only selects some data points from FHA (Fraser HA), the HA with
the largest population. In September, the number of infected middle-
aged and senior people in the HA increased dramatically, according
to the news reports and analysis in media. As shown in Figure 4d,
after removing the explanation, the distribution of the test set is
most similar to that of the reference set. The results here match the
real situation well.

In terms of explanation size, MOCHE, GRD, and D3 select 291
(8.6%|𝑇 |), 3, 115 (92.3%|𝑇 |), and 3, 370 (99.9%|𝑇 |) points in their
explanations, respectively. GRD and D3 select almost all data points
in the test set. Such explanations are not informative at all. Please
note that STMP and S2G cannot interpret the failed KS test, as they
can only work on time series.
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Figure 4: The explanations on the failed KS test conducted
on the COVID-19 dataset. (d) shows the empirical cumula-
tive functions of the reference set, and the test set after
removing the explanations produced by different methods
(best viewed in color).
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Figure 5: The runtime (plotted in logarithmic scale) on data
set TWT and the synthetic dataset (best viewed in color).

6.4 Efficiency and Scalability
In this subsection, we report the runtime of all methods. In addition,
to evaluate the effectiveness of our pruning techniques, we imple-
ment a lower-bound ablation MOCHE𝑛𝑠 by disabling the pruning
using the lower bound of the explanation size (Section 4.4).

We vary the size of reference sets and test sets. As explained in
Section 6.1, for a given reference/test set size, there are multiple
failed KS tests. MOCHE constantly outperforms all baseline meth-
ods on all datasets. Limited by space, we only report the the average
runtime of each method on the largest dataset TWT in Figure 5a.
The runtime of all methods increases when the test sets become
larger. MOCHE is 3 orders of magnitudes faster than GRC and CS.

The poor performance of all baseline methods is due to the cost
of conducting huge numbers of KS tests. GRC needs to conduct
𝑙 · 𝑚 KS tests to find an explanation, where 𝑙 is the number of
optimization steps. According to the parameter settings in [36], in
the worst case, GRC has to perform 𝑙 = 10, 000 steps.

CS has to generate a large number of samples to find an explana-
tion, which takes a long time to verify. In the worst case, according
to the parameter settings in [21], CS has to generate 150, 000 random
samples. GRD and D3 need to conduct the KS test after removing
each data point. Since our estimated lower bound on the size 𝑘 of
explanations effectively reduces the search range of 𝑘 , MOCHE
interprets failed KS tests faster than MOCHE𝑛𝑠 .
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Test Set Size
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E
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Figure 6: The estimation errors (EE) of the explanation size.

To comprehensively evaluate the efficiency, we construct large
synthetic datasets to further compare the performance of MOCHE
and GRD, the most efficient baseline method that can produce
comprehensible explanations. Following the idea in [30], we first
generate the reference set 𝑅 and the test set𝑇 with the same size𝑤
from the normal distribution. Then, we replace a 𝑝 fraction of 𝑇 by
data points sampled from a uniform distribution between [−7, 7],
such that 𝑅 and 𝑇 fail the KS test with significance level 𝛼 = 0.05.
We use a variety of𝑤 and 𝑝 values. We interpret the failed KS tests
with randomly generated preference lists 𝐿. Our method constantly
outperforms GRD on all these experiments. Limited by space, we
only report the runtime on the synthetic dataset with 𝑝 = 3% in
Figure 5b.When𝑤 = 105, GRD cannot stop within 2 hours. MOCHE
is at least 10 times faster than the most efficient baseline method.

To investigate the tightness of the lower bound 𝑘 on the expla-
nation size 𝑘 , we also report the estimation error (EE) defined by
𝑘 −𝑘 . A small value of EE indicates that our estimated lower bound
is tight. Figure 6 shows the results with respect to different sizes
of test sets by box plot [63]. Each bar in the figure shows EE on
the KS tests with a specific size of test sets. The upper and lower
edges of a box show the first and third quartiles of the estimation
errors, respectively. The upper and lower ends of an error bar show
the maximum and minimum EE, respectively. The red line segment
in a box and the green diamond marker show the median and the
mean of the estimation errors, respectively.

For more than 25% of the failed KS tests, our estimated lower
bound 𝑘 is equal to the true value of 𝑘 . For more than 75% of the
failed KS tests, the estimation errors are up to 1. In the worst case (a
KS test with 2, 000 data points in the test set), our estimation error is
only 6, much smaller than the test set size. Besides, we observe that
when the test sets become larger, the average value of estimation
errors is always smaller than 1. The results seem to suggest that
estimation errors may be treated as a constant in practice. This
result is consistent with our observation in Figure 5 that MOCHE
is more efficient than MOCHE𝑛𝑠 .

7 CONCLUSIONS
In this paper, we tackle the novel problem of producing counter-
factual explanations on failed KS tests. We propose the notion of
most comprehensible counterfactual explanation, and develop a
two-phase algorithm, MOCHE, which guarantees to find the most
comprehensible explanation fast. We report extensive experiments
demonstrating the superior capability of MOCHE in efficiently
interpreting failed KS tests. As future work, we plan to extend
MOCHE to interpret failed KS tests conducted on multidimensional
data points [24, 51].
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