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ABSTRACT

Deep learning (DL) has widespread applications and has revolu-

tionized many industries. Although automated machine learning

(AutoML) can help us away from coding for DL models, the acquisi-

tion of lots of high-quality data for model training remains a main

bottleneck for many DL projects, simply because it requires high

human cost. Despite many works on weak supervision (i.e., adding
weak labels to seen data) and data augmentation (i.e., generating
more data based on seen data), automatically acquiring training

data, via smartly searching a pool of training data collected from

open ML benchmarks and data markets, is not explored.

In this demonstration, we demonstrate a new system, automatic

data acquisition (AutoData), which automatically searches train-

ing data from a heterogeneous data repository and interacts with

AutoML. It faces two main challenges. (1) How to search high-

quality data from a large repository for a given DL task? (2) How

does AutoData interact with AutoML to guide the search? To

address these challenges, we propose a reinforcement learning

(RL)-based framework in AutoData to guide the iterative search

process. AutoData encodes current training data and feedbacks of

AutoML, learns a policy to search fresh data, and trains in iterations.

We demonstrate with two real-life scenarios, image classification

and relational data prediction, showing that AutoData can select

high-quality data to improve the model.
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1 INTRODUCTION

Deep learning (DL) is gaining much popularity due to its power-

ful and mysterious in terms of accuracy and generalization abil-

ity, which has widespread applications, e.g., image recognition [7],

natural language processing [13, 16], advertisement recommen-

dation [8], etc. To democratize DL, automated machine learning

(AutoML) is proposed as a promising solution to build a DL system

without human assistance and has made great strides. Nevertheless,

even with the help of AutoML, lots of labeled training data is still

a must. One obstacle is that getting access to enough high-quality

training data is usually both time-consuming and labor-intensive.

Therefore, a challenging problem is how to acquire training data

automatically, so as to improve a downstream DL task.
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Figure 1: Overview of AutoData

Opportunity. In the age of big data, there is plenty of high-quality

labeled data available in external data repositories. For example,

there are 3000+ datasets on www.paperswithcode.com alone, where

a big dataset can have 14M+ labeled data points. Moreover, it is

also possible to acquire data from data markets.

Challenges. Automatic data acquisition faces two main challenges.

(1) How to search valuable data for the downstream task? Since the

data in the wild is heterogeneous, not all of them help [1, 10], and

some may even degrade the model performance w.r.t. a given task.

On the other hand, good training data may come from multiple

sources [2, 4, 5, 12], so intuitively, the fundamental question is:

how to search data points that are useful to a DL task from a large

number of heterogeneous data? (2) How to interact with AutoML

when searching data? The data search process cannot work without

interacting with AutoML. Although there are many metrics to

measure the overall performance of the dataset on the model, what

information do we need from AutoML to guide the search?

Our Proposal: RL-based AutoData " AutoML. To address

these challenges, we propose a reinforcement learning (RL)-based

automatic data search system AutoData, which fetches fresh train-

ing data from heterogeneous repositories and interacts with Au-

toML, as shown in Figure 1.

RL is an important ML paradigm that an “agent” learns from the

feedback through trial-and-error interactions with the “environ-

ment”. Specifically, given a training dataset fed into AutoML, the

environment in our RL framework has a Valuator to compute an

influence score for each training data point, which measures how

the model changes if the point is modified a little. The higher the

score is, the larger impact it has on the model. Therefore, the scores

together with the data points serve as the “state” in RL. Given the

state, the Search-Policy module in the agent selects the optimal

action (i.e., fetch a batch of fresh training data), and then feeds

them into AutoML again. Then the feedback of AutoML is used

as “reward” to learn the Search-Policy.
Demonstration Scenarios. AutoData works for multiple data

types. We will show two popular cases. (1) Image Classification.
AutoData can discover images from the external repositories

(e.g., images crawled from Google, Baidu or ImageNet [7]) to en-

rich the training set. We will demonstrate how the user sends

requests to AutoData and show the discovering process of im-

age data as well as the performance improvement in iterations. (2)
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Figure 2: A Running Example of AutoData

Relational Data Prediction. Our data repository includes data lakes

like NYUAuctus [6], whereAutoData interacts with them through

APIs. For instance, given the Airbnb lodging price dataset in Boston,

AutoData can improve the regression model by searching useful

records from US lodging price datasets in other cities. The partici-

pants can pose queries to find lodging price datasets from multiple

sources that can further improve the model performance.

2 DEMONSTRATION SCENARIOS

In this section, we introduce two main scenarios — image classifi-

cation and relational data prediction — for AutoData and demon-

strate howAutoData retrieves more fresh data from the repository

to improve the model performance.

Settings: The users can specify a task, with datasets description,

AutoML framework and goals. (1)Data: identifies a set of “training”

datasets and a representative “test” dataset. Each dataset contains

a data source (e.g., a relational table), a data type (e.g., table or

image), a boolean value label to indicate whether this dataset is

labeled or not. (2) AutoML: determines the task type (such as

Classification or Regression) and the AutoML framework, which

is used to build the model(e.g., Auto-Keras, Auto-WEKA). (3) Goal:

sets a termination condition, including the budget for search and

performance requirement.

Scenario 1: Image Classification. A user needs to construct a DL

model to classify a set of images, which consists of different styles

of animal images. She provides 20 images of each class for training

and expects a DL model with at least 85% prediction accuracy. In

general, AutoData searches images crawled/downloaded from

Google, Baidu or ImageNet to improve the model performance,

which is low at the beginning because of the small and imbalanced

samples. For example, AutoData can supplement images of minor

classes or different styles (e.g., cartoon, hand-painted), so as to

improve the quality of the training dataset.

(1) Dataset. The user provides 10 classes of animals and 20 sample

images for each class as the training set. Also, she makes a test set,

in which there are 100 different images for each class. AutoData

cannot see the test data, but can test on it and get the performance

of model. The data repository of AutoData is multi-source and

heterogeneous, from data lakes, data markets and the Web.

(2) Task Specification. The user can provide dataset and specify the

settings through the web interface (Figure 2-❶). For example, the

user specifies an image classification task and provides a test set

together with a training set, aiming to obtain a DL model with an

accuracy of over 85%.

(3) Data Search. AutoData first initialize a model on the training

set. Next, AutoData will evaluate the influence score of each data

point. For example, as shown in Figure 2-❷, we can observe that

the training set is unbalanced in image styles, i.e., most of them are

images of real animals while other styles (e.g., cartoon) are minor.

This situation will be implicitly captured by AutoData because the

images of other styles (e.g., cartoon) will get higher influence scores.
Then the agent module of AutoData will pay more attention to

these minority. That is AutoData will retrieve more images with

other styles (e.g., cartoon) from the data repository. In this way,

AutoData can successfully guess the unknowns and improve the

performance of classification task (Figure 2-❹).

(4) Results. A user can download the model with best performance

and data after the system stops. She can check the running status

of the system at any time (Figure 2-❸), e.g., the change of the model

performance. Once the model satisfies the goal specified by the user

or the budget is used up, AutoData terminates this task.

Scenario 2: Relational Data Prediction: A user wants to use the

DL model to predict the Airbnb lodging price in the US, which

is affected by geographical location. She only obtains the lodging

price dataset in Boston.AutoData can derive new data points from

other US cities(e.g., LA, NYC, etc) to improve the regression model,

which are related to the user input.

For relational data, AutoData first unions related multi-source

heterogeneous data together [14] in the data repository. Similar to

image data, AutoData valuates the influence of each data point

and retrieves new data based on the top-𝑘 influential data points.
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