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ABSTRACT

The model of 𝑘-core and its decomposition have been applied in

various areas, such as social networks, the world wide web, and

biology. A graph can be decomposed into an elegant 𝑘-core hierar-

chy to facilitate cohesive subgraph discovery and network analysis.

As many real-life graphs are fast evolving, existing works proposed

efficient algorithms to maintain the coreness value of every vertex

against structure changes. However, the maintenance of the 𝑘-core

hierarchy in existing studies is not complete because the connec-

tions among different 𝑘-cores in the hierarchy are not considered.

In this paper, we study hierarchical core maintenance which is to

compute the 𝑘-core hierarchy incrementally against graph dynam-

ics. The problem is challenging because the change of hierarchy

may be large and complex even for a slight graph update. In order

to precisely locate the area affected by graph dynamics, we conduct

in-depth analyses on the structural properties of the hierarchy, and

propose well-designed local update techniques. Our algorithms

significantly outperform the baselines on runtime by up to 3 orders

of magnitude, as demonstrated on 10 real-world large graphs.
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1 INTRODUCTION

The structure modeling of complex networks has been widely stud-

ied in the form of graphs. Applications of graph analytics exist in

various areas, and the mining of cohesive subgraphs is a fundamen-

tal graph problem. One of the most well-studied cohesive subgraph

model is the 𝑘-core, defined as a maximal connected subgraph in

which every vertex is connected to at least 𝑘 other vertices in the

same subgraph [42, 52]. For a fixed parameter 𝑘 , there may be more

than one 𝑘-core in the graph 𝐺 , and we use the 𝑘-core set to de-

note the subgraph formed by all the (connected) 𝑘-cores in 𝐺 . The

coreness of a vertex is the largest 𝑘 s.t. a 𝑘-core contains the vertex.
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A graph can be decomposed by 𝑘-core into an elegant hierarchical

structure: for every integer 𝑘 , (i) each 𝑘-core is contained by ex-

actly one (𝑘 − 1)-core, and (ii) for every integer 𝑘 , the 𝑘-cores are

disjoint. The 𝑘-core hierarchy can be represented by a tree, where

each 𝑘-core 𝑆 corresponds to a tree node containing the vertices

with coreness 𝑘 in 𝑆 , and each tree edge represents a parent 𝑘-core

containing its child 𝑘 ′-core with 𝑘 ′ > 𝑘 .
The 𝑘-core and its hierarchical decomposition have a wide spec-

trum of applications, e.g., discovering communities in the web [16]

and social networks [19, 56, 65], modeling the dynamics of user

engagement [41, 64], discovering molecular complexes in protein

interaction networks [2], analyzing the underlying structure of

the Internet and its functional consequences [4], and predicting

structural collapse in mutualistic ecosystems [44]. The hierarchi-

cal structure is effective to locate communities of a network and

explore the insights of network phenomena [12].

In the detection of cohesive subgraphs, a recent work computes

the (connected) 𝑘-core 𝐶∗ with the largest density (average degree)

for any 𝑘 value in the hierarchy of core decomposition, which

is the state-of-the-art approximate solution to find the densest

subgraph [11]. This algorithm is much more efficient than other

approaches. The resulting 𝐶∗ has a 0.5-approximation guarantee

and often a higher density than other approximations. It is vali-

dated that finding 𝐶∗ can also help the computation of maximum

clique and size-constraint 𝑘-core. For the study of user engage-

ment, the coreness of a vertex is regarded as the “best practice” to

capture its engagement level [41]. It is validated that the average

engagement (e.g., the number of check-ins) of the vertices with a

same coreness is usually in a positive correlation with the value

of their coreness [35]. However, our experimental results find that

the engagement evaluation of a vertex can be more accurate by

considering both its coreness and its position in the hierarchy of

core decomposition.

In real-life, many graphs are highly dynamic, e.g., the users in

a social network may add new friends or remove existing friend

relations, new links are constantly established in the web due to

the creation of new pages. Consequently, there are numerous stud-

ies on dynamic graphs, e.g., [18, 69], where vertices/edges will be

inserted/removed dynamically. Nevertheless, the existing works of

core decomposition on dynamic graphs focus on maintaining the

coreness of each vertex [49, 60, 66], while the maintenance of the

connections among 𝑘-cores in the hierarchy are not considered . As

the structural information is critical for core decomposition (e.g., the

𝑘-core is defined on connected subgraphs), in this paper, we study

the problem of hierarchical core maintenance, which is to update
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Figure 1: Hierarchical Core Decomposition

the 𝑘-core hierarchy incrementally against edge insertion/removal.

The insertion (resp. removal) of vertices can be simulated as a se-

quence of edge insertions (resp. edge removals) [66].

Example 1. Figure 1(a) illustrates a graph𝐺 with 23 vertices and
their connections, where the color depth of a vertex represents the
coreness of this vertex. The whole graph is a 2-core, and the 3-core is
induced by 𝑉 (𝐺) \ {𝑣20, 𝑣21, 𝑣22}. The 4-core is induced by the 3-core
minus 𝑣19. So, the coreness of 𝑣19 is 3. The core decomposition of 𝐺
iteratively removes a vertex with the smallest degree in current 𝐺 s.t.
the 𝑘-cores with different 𝑘 values are retrieved. The 5-cores (𝐶5

1
and

𝐶5

2
) are circled by dotted lines.
The 𝑘-core hierarchy 𝑇 (𝐺) is shown in Figure 1(b) which contains

both the coreness of each vertex and the connections among different
𝑘-cores. For instance, the coreness of 𝑣17 is 4 as it is on the 4𝑡ℎ layer.
Let 𝑛1 denote the node that includes 𝑣17, the 4-core containing 𝑣17 is
induced by the subtree rooted at 𝑛1, which contains two 5-cores.

If we remove the edge (𝑣2, 𝑣17) from 𝐺 , the coreness value for
each vertex and the 𝑘-cores will be updated as shown in Figure 1(c).
As the coreness of 𝑣17 decreases to 3, it is moved to the 3𝑟𝑑 layer in
Figure 1(d). Then, the previous 4-core (𝐶4) splits to two 4-cores 𝐶4

1

and 𝐶4

2
. Accordingly, the node at the 4𝑡ℎ layer splits to two nodes as

shown in the figure. The tree edges of 𝑇 (𝐺) are adjusted based on the
containment property of different 𝑘-cores.

The coreness of each vertex in a graph can be computed in linear

time by core decomposition, which iteratively removes a vertex

with the smallest degree in the remaining graph [3]. The state-

of-the-art solution for updating the vertex coreness is proposed

in [66], based on the vertex deletion order in core decomposition.

However, as the algorithm is only designed for updating coreness,

we have to traverse the graph with the updated coreness to find a

(connected) 𝑘-core. It means that, for the maintenance of the 𝑘-core

hierarchy on dynamic graphs, the existing solutions have to rebuild

the 𝑘-core hierarchy from scratch by executing its construction

algorithm which is costly. The state-of-the-art algorithm (named

LCPS) constructs the 𝑘-core hierarchy on static graphs with a time

complexity of𝑂 (𝑚) [42], if buckets are used to maintain the search

priority [51]. It sequentially pushes a vertex and its neighbors (un-

visited) into queues according to a priority function s.t. the subtree

containing the vertex is traversed and built. As the search priority

in LCPS can be either partially bottom-up or partially top-down,

given a set of inserted/removed edges, we have to execute LCPS

from scratch on 𝐺 or a part of 𝐺 which is cost-prohibitive. Thus,

in this paper, we aim to incrementally update the 𝑘-core hierarchy

through precisely locating the structure of the hierarchy affected

by the graph updates.

The problem of hierarchical core maintenance is challenging

because the hierarchy may change a lot even for a slight graph

update, and the connectivity changes among different 𝑘-cores are

non-trivial, as illustrated in Example 1. In order to capture the

effect of an inserted/removed edge towards the 𝑘-core hierarchy

𝑇 , we conduct in-depth analyses on the structural connections of

the 𝑘-cores in the hierarchy. A series of theorems are proposed to

fast identify the unchanged structure in 𝑇 , and facilitate efficient

update operations, e.g., node mergence, node split, and adjusting

the parent-child relations. Our focus is to propose the maintenance

solution for instant update, i.e., the case of one inserted/removed

edge. The algorithms are extended to address the (one-time) update

for multiple inserted/removed edges. Several well-designed local

update techniques are proposed s.t. the 𝑘-core hierarchy can be

maintained efficiently on large dynamic graphs.

Contributions. The principal contributions are as follows.

• To the best of our knowledge, this is the first work to study

hierarchical core decomposition on dynamic graphs.

• In-depth analyses are conducted to explore the structural

change of the 𝑘-core hierarchy. A series of theorems are

presented to tackle the effect of edge insertion/deletion on

the 𝑘-core hierarchy.

• Efficient algorithms are proposed for hierarchical core main-

tenance against the insertion/removal of one edge, with ef-

fective local update techniques. The algorithms are extended

to handle multiple inserted/removed edges in a batch.

• Extensive experiments are conducted on 10 real-world net-

works with up to billions of edges. Our algorithms outper-

form the baselines on runtime by up to 3 orders of magnitude.

The algorithms are shown effective in maintaining cohesive

subgraphs and evaluating user engagement.

2 PRELIMINARIES

We consider an unweighted and undirected graph 𝐺 = (𝑉 , 𝐸), with
𝑛 = |𝑉 | vertices and𝑚 = |𝐸 | edges (assume𝑚 > 𝑛). A graph 𝐺 ′

is the subgraph of 𝐺 , denoted by 𝐺 ′ ⊆ 𝐺 , if 𝑉 (𝐺 ′) ⊆ 𝑉 (𝐺) and
𝐸 (𝐺 ′) ⊆ 𝐸 (𝐺). The notations are summarized in Table 1.
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Table 1: Summary of Notations (When the context is clear, we ab-

breviate the notations, e.g., using 𝑁 (𝑣) instead of 𝑁 (𝑣,𝐺))

Notation Definition

𝐺 = (𝑉 , 𝐸) an undirected and unweighted graph

𝑉 (𝐺) , 𝐸 (𝐺) the vertex/edge set of𝐺

𝑁 (𝑣,𝐺) the neighbor set of vertex 𝑣 in𝐺

𝐶𝑘
𝑖
;𝐶𝑘 (𝑣,𝐺) a 𝑘-core; the 𝑘-core includes 𝑣 in𝐺

𝑐𝑜𝑟𝑒 (𝑣,𝐺) the coreness of 𝑣 in𝐺

𝐶 (𝑣,𝐺) 𝐶𝑐𝑜𝑟𝑒 (𝑣) (𝑣) on𝐺
𝑇 (𝐺) 𝑘-core hierarchy of graph𝐺

𝑇 a 𝑘-core hierarchy

𝑛1 a tree node (on𝑇 )

𝑉 (𝑛1) the vertex set of 𝑛1

𝐿𝑘 (𝑇 ) the 𝑘𝑡ℎ layer of𝑇

𝑐𝑜𝑟𝑒 (𝑛1,𝐺) 𝑐𝑜𝑟𝑒 (𝑣,𝐺) for any 𝑣 ∈ 𝑉 (𝑛1)
𝑇 ′ (𝑛1) the subtree rooted at 𝑛1

𝐺 [𝑛1 ]
the subgraph of 𝐺 induced by the vertices in

𝑇 ′ (𝑛1)
𝐺0 the original graph

𝐸′ the edge set inserting into/removing from𝐺0

𝐺∗ the graph with inserted/removed edges

𝑉 ∗ {𝑣 ∈ 𝑉 (𝐺) | 𝑐𝑜𝑟𝑒 (𝑣,𝐺0) ≠ 𝑐𝑜𝑟𝑒 (𝑣,𝐺∗) }
𝑇0,𝑇

∗
the 𝑘-core hierarchy of𝐺0 and𝐺

∗
, respectively

𝑛𝑜𝑑𝑒 (𝑣,𝑇 ) the tree node of𝑇 containing vertex 𝑣

𝑃 (𝑛1) the parent node of 𝑛1 in𝑇 (𝐺)
𝑐𝑛 (𝑛1, 𝑣) a child node 𝑛𝑐 of 𝑛1’s with 𝑣 ∈ 𝑇 ′ (𝑛𝑐 ,𝑇 )
𝑐𝑛 (𝑛1, 𝑛2) 𝑐𝑛 (𝑛1, 𝑣) for any 𝑣 ∈ 𝑉 (𝑛2,𝑇 )

2.1 Core Maintenance

Definition 1 (𝑘-core [42, 52]). Given a graph𝐺 and an integer
𝑘 , a subgraph 𝑆 is a 𝑘-core of 𝐺 , if (i) each vertex 𝑣 ∈ 𝑆 has at least
𝑘 neighbors in 𝑆 , i.e., |𝑁 (𝑣, 𝑆) | ≥ 𝑘 ; (ii) 𝑆 is connected; and (iii) 𝑆 is
maximal, i.e., any supergraph of 𝑆 is not a 𝑘-core except 𝑆 itself. Let
𝐶𝑘
𝑖
denote the 𝑖𝑡ℎ 𝑘-core of 𝐺 for a given 𝑘 .

Given a fixed integer 𝑘 , we use the 𝑘-core set to denote the

subgraph that containing every (connected) 𝑘-core.

Definition 2 (𝑘-core set). Given a graph 𝐺 and an integer
𝑘 , the 𝑘-core set of 𝐺 is the subgraph formed by all the (connected)
𝑘-cores in G, i.e., ∪𝑖∈𝑁 + {𝐶𝑘𝑖 }.

If 𝑘 ′ ≥ 𝑘 , the 𝑘 ′-core set is always a subgraph of (i.e., contained

by) the 𝑘-core set. Each vertex in 𝐺 has a fixed coreness value [3].

Definition 3 (coreness). Given a graph 𝐺 , the coreness of a
vertex 𝑣 ∈ 𝑉 (𝐺), denoted by 𝑐𝑜𝑟𝑒 (𝑣), is the largest 𝑘 such that 𝑣 is in
the 𝑘-core, i.e. 𝑐𝑜𝑟𝑒 (𝑣) = max𝑣∈𝐶𝑘 {𝑘}.

For any vertex 𝑣 ∈ 𝑉 (𝐺), we use 𝐶𝑘 (𝑣) to denote the 𝑘-core

containing the vertex 𝑣 . Let𝐶 (𝑣) represent𝐶𝑘 (𝑣) with 𝑘 = 𝑐𝑜𝑟𝑒 (𝑣).

Definition 4 (core decomposition). Given a graph 𝐺 , core
decomposition is to compute the coreness 𝑐𝑜𝑟𝑒 (𝑣) for every vertex
𝑣 ∈ 𝑉 (𝐺).

The algorithm of core decomposition recursively removes a ver-

tex with the smallest degree in the remaining graph, with a time

complexity of 𝑂 (𝑚) [3].

Definition 5 (core maintenance). Given a graph 𝐺 , if the
edges in 𝐸 ′ are inserted into (resp. removed from)𝐺 , core maintenance
is to update the corenesses of all the vertices, after the graph (𝑉 , 𝐸)
evolves to (𝑉 , 𝐸 + 𝐸 ′) (resp. (𝑉 , 𝐸 − 𝐸 ′)).

The algorithm of core maintenance utilizes the ordering of vertex

removal in core decomposition to fast update the corenesses of the

vertices affected by edge insertion/deletion [66].

2.2 Hierarchical Core Maintenance

According to the definition of 𝑘-core, we can get the following two

properties for every integer 𝑘 :

• Containment. Each 𝑘-core is contained by exactly one (𝑘−1)-
core.

• Disjointness. 𝐶𝑘
1
∩𝐶𝑘

2
= ∅, for any two different 𝑘-cores 𝐶𝑘

1

and 𝐶𝑘
2
.

Given a graph 𝐺 , the 𝑘-core hierarchy of 𝐺 can be represented

by a tree, where each 𝑘-core of 𝐺 is induced by a subtree of 𝑇 (𝐺).
Definition 6 (𝑘-core hierarchy). Given a graph 𝐺 , the 𝑘-

core hierarchy, denoted as 𝑇 (𝐺), is a tree structure containing all the
𝑘-cores and their connections, for every 𝑘 value:
• Tree Node. For each 𝑘-core 𝐶𝑘

𝑖
in 𝐺 , there is a uniquely as-

sociated tree node 𝑛1 located at the 𝑘𝑡ℎ layer of 𝑇 , if there

is at least one vertex in 𝐶𝑘
𝑖
with coreness equals to 𝑘 . The

node 𝑛1 contains all the vertices in 𝐶
𝑘
𝑖
with coreness 𝑘 , i.e.

𝑉 (𝑛1) = {𝑣 | 𝑣 ∈ 𝐶𝑘𝑖 ∧ 𝑐𝑜𝑟𝑒 (𝑣) = 𝑘}.
• Tree Edge. For a 𝑘1-core 𝐶

𝑘1
𝑖

associated with tree node 𝑛1,

and a 𝑘2-core 𝐶
𝑘2
𝑗

associated with 𝑛2 in 𝐺 , the tree node 𝑛1

is the parent node of 𝑛2 iff (i) 𝑘1 < 𝑘2; (ii) 𝐶
𝑘2
𝑗
⊂ 𝐶𝑘1

𝑖
; and

(iii) for any 𝑘 ′-core with 𝑘1 < 𝑘 ′ < 𝑘2, the associated tree

node is not the parent of 𝑛2.

• Root. The isolated vertices are recorded in the root node of

𝑇 (𝐺). We create a tree edge between the root and each tree

node associated with a connected component of𝐺 (i.e., each

1
𝑠𝑡

layer node).

The 𝑘-core hierarchy can be constructed in 𝑂 (𝑚) time by LCPS

algorithm (level component priority search) [42, 51]. It sequentially

pushes a vertex and its neighbors (unvisited) into queues s.t. the

subtree containing the vertex is traversed and built.

To avoid ambiguity, we use vertex to indicate the vertex in𝑉 (𝐺)
and (tree) node to indicate the node in 𝑇 (𝐺).

Given a graph 𝐺 , its 𝑘-core hierarchy 𝑇 = 𝑇 (𝐺), and a node

𝑣 ∈ 𝑉 (𝐺). We use 𝑛𝑜𝑑𝑒 (𝑣,𝑇 ) = 𝑛1 to denote the tree node 𝑛1
containing vertex 𝑣 . For the node 𝑛1, let 𝑇

′(𝑛1) denote the subtree
rooted at the 𝑛1 and 𝐺 [𝑛1] denote the subgraph induced by the

vertices in 𝑇 ′(𝑛1). We have 𝐺 [𝑛1] = 𝐶 (𝑣,𝐺). Let 𝐿𝑘 (𝑇 ) denote the
𝑘𝑡ℎ layer of 𝑇 (𝐺).
Problem Definition. Given a graph𝐺 , and the edges set 𝐸 ′ insert-
ing to (resp. removing from) 𝐺 . Let 𝐺0 denote the original graph,

i.e.,𝐺0 = 𝐺 . Let𝐺
∗
denote the changed graph, i.e.,𝐺∗ = (𝑉 , 𝐸 + 𝐸 ′)

(resp.𝐺∗ = (𝑉 , 𝐸 −𝐸 ′)). Hierarchical core maintenance is to update

the 𝑘-core hierarchy from 𝑇 (𝐺0) to 𝑇 (𝐺∗).
If a vertex 𝑣 is inserted to the graph, we first record 𝑣 in the root

node, and then maintain the 𝑘-core hierarchy by inserting every
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edge incident to 𝑣 . If a vertex 𝑢 is removed from the graph, we

maintain the hierarchy by deleting each edge incident to 𝑣 . As the

update of vertices can be processed by the update of their incident

edges, we focus on edge insertion/deletion in this paper.

Let 𝑇0 = 𝑇 (𝐺0), 𝑇 ∗ = 𝑇 (𝐺∗), and 𝑇 denote current 𝑘-core hier-

archy under the maintenance process. In the algorithms, we divide

the maintenance process into several stages. After processing each

stage, we use 𝑇1, 𝑇2, ..., 𝑇𝑛 to record current 𝑇 .

Given a node 𝑛𝑖 in 𝑇𝑖 , 𝑃 (𝑛𝑖 ) denotes the parent node of 𝑛𝑖 , and
𝑇 ′(𝑛𝑖 ) denotes the subtree rooted at 𝑛𝑖 in 𝑇𝑖 . Given an integer 𝑗 , if

a node 𝑛 𝑗 in 𝑇𝑗 satisfies 𝑇
′(𝑛 𝑗 ) = 𝑇 ′(𝑛𝑖 ) (resp. 𝑉 (𝑛 𝑗 ) = 𝑉 (𝑛𝑖 )), we

say 𝑇 ′(𝑛𝑖 ) (resp. 𝑛𝑖 ) keeps the same in 𝑇𝑗 . If 𝑇 ′(𝑛𝑖 ) keeps the same

in 𝑇𝑗 , 𝑛𝑖 also keeps the same in 𝑇𝑗 .

3 EDGE INSERTION

In this section, we first maintain the 𝑘-core hierarchy against one

inserted edge, and then address a batch of inserted edges.

3.1 Insertion Analysis

Let (𝑥1, 𝑥2) denote the edge to be inserted into𝐺0, where (𝑥1, 𝑥2) ∉
𝐸 (𝐺0). W.l.o.g, we suppose 𝐾 = 𝑐𝑜𝑟𝑒 (𝑥1,𝐺0) ≤ 𝑐𝑜𝑟𝑒 (𝑥2,𝐺0).

In order to better present our algorithm, we first analyze the

effect of inserting one edge.

Coreness Update. After the insertion of (𝑥1, 𝑥2), we adopt the state-
of-the-art algorithm for core maintenance [66] to update the core-

nesses of all the affected vertices. Let 𝑉 ∗ denote the set of vertices
with coreness changed after the insertion of (𝑥1, 𝑥2). According to

existing study of maintaining coreness, there exist some key rules

for the insertion of one edge [33, 49].

• For each vertex 𝑣 ∈ 𝑉 ∗, we have 𝑐𝑜𝑟𝑒 (𝑣,𝐺0) = 𝐾 and

𝑐𝑜𝑟𝑒 (𝑣,𝐺∗) = 𝐾 + 1.
• If 𝑐𝑜𝑟𝑒 (𝑥1,𝐺0) < 𝑐𝑜𝑟𝑒 (𝑥2,𝐺0), we have 𝑉 ∗ ⊆ 𝑉 (𝐶 (𝑥1)), the
subgraph induced by 𝑉 ∗ on 𝐺0 is connected, and 𝑥1 ∈ 𝑉 ∗.
• If 𝑐𝑜𝑟𝑒 (𝑥1,𝐺0) = 𝑐𝑜𝑟𝑒 (𝑥2,𝐺0), we have 𝑉 ∗ ⊆ {𝑉 (𝐶 (𝑥1)) ∪
𝑉 (𝐶 (𝑥2))}. The subgraph induced by 𝑉 ∗ on 𝐺0 either is

connected, or consists of two connected components that

one contains 𝑥1 and the other contains 𝑥2.

• The induced subgraph of 𝑉 ∗ in 𝐺∗ is connected.

Hierarchy Analysis. For the update of 𝑘-core hierarchy with insert-

ing (𝑥1, 𝑥2), we discuss the following cases for each 𝑘-core 𝐶𝑘
𝑖
in

the original graph 𝐺0. Note that 𝐾 = 𝑐𝑜𝑟𝑒 (𝑥1) ≤ 𝑐𝑜𝑟𝑒 (𝑥2).

(i) 𝑘 > 𝐾 + 1. For every vertex 𝑣 with 𝑐𝑜𝑟𝑒 (𝑣,𝐺0) > 𝐾 + 1, we
have 𝑐𝑜𝑟𝑒 (𝑣,𝐺∗) = 𝑐𝑜𝑟𝑒 (𝑣,𝐺0). 𝐶𝑘𝑖 keeps the same after the

insertion, as 𝐶𝑘
𝑖
does not contain 𝑥1, 𝑥2, or any vertex in 𝑉 ∗.

(ii) 𝑘 ≤ 𝐾 . (a) If𝐶𝑘
𝑖
contains either 𝑥1 or 𝑥2. W.l.o.g, suppose we

have 𝑥1 ∈ 𝐶𝑘𝑖 , the insertion of (𝑥1, 𝑥2) will connect (merge)

𝐶𝑘
𝑖
and 𝐶𝑘 (𝑥2). (b) Besides, if 𝑘 = 𝐾 , the coreness of each

vertex in 𝑉 ∗ increases to 𝐾 + 1 from 𝐾 . 𝐶𝑘
𝑖
may lose some

vertices(i.e., in 𝑉 ∗) and we will discuss this case in details

later.

(iii) 𝑘 = 𝐾 + 1. The vertices in 𝑉 ∗ may connect to 𝐶𝑘
𝑖
on 𝐺∗. We

will discuss this case later too.

Algorithm 1: InsertOne

Input : a graph𝐺0, the 𝑘-core hierarchy𝑇0, an edge

(𝑥1, 𝑥2) ∉ 𝐸 (𝐺0)
Output :𝑇 ∗

𝑇 ← 𝑇0;𝐺 ← 𝐺0; 𝐾 ← 𝑐𝑜𝑟𝑒 (𝑥1) (suppose 𝑐𝑜𝑟𝑒 (𝑥1) ≤ 𝑐𝑜𝑟𝑒 (𝑥2));1

𝑉 ∗ ← vertices with coreness changed by inserting (𝑥1, 𝑥2) to𝐺 ;2

𝑛1 ← 𝑛𝑜𝑑𝑒 (𝑥1) ; 𝑛2 ← 𝑛𝑜𝑑𝑒 (𝑥2) ;3

while 𝑛1 ≠ 𝑛2 do4

swap 𝑛1 and 𝑛2 if 𝑐𝑜𝑟𝑒 (𝑛1) > 𝑐𝑜𝑟𝑒 (𝑛2) ;5

𝑝1 ← 𝑃 (𝑛1) ; 𝑝2 ← 𝑃 (𝑛2) ;6

if 𝑐𝑜𝑟𝑒 (𝑛1) = 𝑐𝑜𝑟𝑒 (𝑛2) then7

𝑛0 ← merge 𝑛1 and 𝑛2 in𝑇 ;8

𝑃 (𝑛0) ← 𝑝1 or 𝑝2 whose coreness is larger;9

𝑛1 ← 𝑝1; 𝑛2 ← 𝑝2;10

else11

𝑃 (𝑛2) ← 𝑛1 if 𝑐𝑜𝑟𝑒 (𝑛1) > 𝑐𝑜𝑟𝑒 (𝑝2) ;12

𝑛2 ← 𝑝2;13

𝑇1 ← 𝑇 ; 𝑛′ ← 𝑛𝑜𝑑𝑒 (𝑉 ∗) of𝑇 ;14

create a node 𝑛+ on 𝐿𝐾+1 in𝑇 as a child of 𝑛′;15

move 𝑣 to𝑉 (𝑛+) from𝑉 (𝑛′) for each 𝑣 ∈ 𝑉 ∗;16

𝑁𝐶 = {𝑐𝑛 (𝑛′,𝑢,𝑇 ) | 𝑢 ∈ 𝑁 (𝑉 ∗,𝐺∗) };𝑇2 ← 𝑇 ;17

for each 𝑛𝑐 ∈ 𝑁𝐶 do18

if 𝑐𝑜𝑟𝑒 (𝑛𝑐 ,𝐺∗) = 𝐾 + 1 then19

merge 𝑛𝑐 into 𝑛
+
;20

else21

𝑃 (𝑛𝑐 ,𝑇 ) ← 𝑛+;22

if 𝑉 (𝑛′) = ∅ then23

𝑃 (𝑛0) ← 𝑃 (𝑛′) for each child 𝑛0 of 𝑛
′
;24

remove 𝑛′ from𝑇 ;25

return𝑇 (i.e.,𝑇 ∗)26

3.2 Merge Ancestors of 𝑛𝑜𝑑𝑒 (𝑥1) and 𝑛𝑜𝑑𝑒 (𝑥2)
As shown in the above subsection, the hierarchy of 𝑘-cores keeps

the same in case (i), i.e., when 𝑘 > 𝐾 + 1. For case (ii), we show how

to merge the 𝑘-cores in this subsection. We leave the techniques

for case (iii) in next subsection.

According to the definition of 𝑘-core hierarchy, the ancestors of

𝑛𝑜𝑑𝑒 (𝑥1,𝑇0) and 𝑛𝑜𝑑𝑒 (𝑥2,𝑇0) at the same layer of𝑇0 will be merged

into one tree node of 𝑇 ∗. After merging the ancestor nodes at the

same layer, the tree edges (parent-child relations) incident to them

should be adjusted accordingly. For the nodes not on the branches

containing 𝑥1 or 𝑥2, Theorem 1 proves that the associated 𝑘-cores

of these nodes keep the same for the insertion of (𝑥1, 𝑥2).

Theorem 1. For any tree node 𝑛0 ∈ 𝑇0 satisfying 𝐺0 [𝑛0] ∩
{𝐶 (𝑥1) ∪𝐶 (𝑥2)} = ∅, we have 𝑇 ′(𝑛0) keeps the same in 𝑇 ∗.

Proof. Let 𝑘0 = 𝑐𝑜𝑟𝑒 (𝑛0). As𝐺0 [𝑛0] ∩ {𝐶 (𝑥1) ∪𝐶 (𝑥2)} = ∅ and
𝑉 ∗ ⊆ 𝑉 (𝐶 (𝑥1) ∪𝐶 (𝑥2)), in core decomposition of 𝐺∗, the vertices
in all ancestors of 𝑛0 will still be deleted when we compute the

𝑘0-core set of 𝐺
∗
. Thus, 𝑇 ′(𝑛0) keeps the same in 𝑇 ∗. □

Line 1-13 of Algorithm 1 shows the pseudo-code to merge the

ancestors of 𝑛𝑜𝑑𝑒 (𝑥1) and 𝑛𝑜𝑑𝑒 (𝑥2). Suppose 𝑐𝑜𝑟𝑒 (𝑥1) ≤ 𝑐𝑜𝑟𝑒 (𝑥2),
the coreness value of 𝑐𝑜𝑟𝑒 (𝑥1) is recorded by 𝐾 at Line 1. After the

insertion of (𝑥1, 𝑥2), we update the coreness of each vertex at Line
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2 by the state-of-the-art algorithm in [66]. Let 𝑛1 and 𝑛2 denote the

two nodes under processing, which are initialized by 𝑛𝑜𝑑𝑒 (𝑥1) and
𝑛𝑜𝑑𝑒 (𝑥2), respectively (Line 3).

We merge the tree nodes in a bottom-up manner from 𝑛1 and

𝑛2 in 𝑇 until there is no further mergence, i.e., 𝑛1 = 𝑛2 (Line 4-13).

In each iteration, we use Line 5 to ensure 𝑐𝑜𝑟𝑒 (𝑛1) ≤ 𝑐𝑜𝑟𝑒 (𝑛2), and
record the parent nodes of 𝑛1 and 𝑛2 (Line 6). (i) When 𝑐𝑜𝑟𝑒 (𝑛1) =
𝑐𝑜𝑟𝑒 (𝑛2), we merge 𝑛1 and 𝑛2 to 𝑛0 where the child relations inherit

(Line 8). Then, we adjust the parent relation of 𝑛0 based on the def-

inition of 𝑘-core hierarchy (Line 9). (ii) When 𝑐𝑜𝑟𝑒 (𝑛1) < 𝑐𝑜𝑟𝑒 (𝑛2),
we only need to adjust the parent relation of 𝑛2 (Line 12). The next

nodes to process are set accordingly (Line 10 or 13).

After the mergence (Line 1-13), we get an intermediate 𝑘-core

hierarchy 𝑇1 where the upper part (each 𝐿𝑘 with 𝑘 < 𝐾) has been

maintained correctly.

Example 2. A graph 𝐺0 is shown in Figure 2(a) and its 𝑘-core
hierarchy 𝑇0 is depicted in Figure 2(b). If an edge (𝑣0, 𝑣5) is inserted
to 𝐺0, after running Line 1-14 of Algorithm 1, we will retrieve an
intermediate 𝑇1 as shown in Figure 2(c). In the first iteration, as
𝑐𝑜𝑟𝑒 (𝑣5) < 𝑐𝑜𝑟𝑒 (𝑣0), we have 𝑛1 = 𝑛𝑜𝑑𝑒 (𝑣5) and 𝑛2 = 𝑛𝑜𝑑𝑒 (𝑣0) af-
ter running Line 5. Since 𝑐𝑜𝑟𝑒 (𝑛1) < 𝑐𝑜𝑟𝑒 (𝑃 (𝑛2)) at Line 12, we just
set 𝑛2 = 𝑃 (𝑛2). In the second iteration, as 𝑐𝑜𝑟𝑒 (𝑛1) > 𝑐𝑜𝑟𝑒 (𝑃 (𝑛2)),
we set 𝑛𝑜𝑑𝑒 (𝑣5) as the parent node of 𝑛𝑜𝑑𝑒 (𝑣15). Iteratively, we merge
the ancestors of 𝑛𝑜𝑑𝑒 (𝑣5) and 𝑛𝑜𝑑𝑒 (𝑣0), and retrieve 𝑇1.

3.3 Adjust the Subtree under 𝐿𝐾 .

After merging the ancestors of 𝑛𝑜𝑑𝑒 (𝑥1) and 𝑛𝑜𝑑𝑒 (𝑥2), we need to

adjust some tree nodes in 𝐿𝐾 (𝑇1) ∪ 𝐿𝐾+1 (𝑇1) and the associated

edges (parent-child relations). We first show that there is a node 𝑛′
1

in 𝑇1 containing 𝑉
∗
, and only the subtree rooted at the node 𝑛′

1
in

𝑇1 should be updated in the maintenance.

Theorem 2. (i) There is a node 𝑛′
1
∈ 𝑇1 satisfying 𝑉 ∗ ⊆ 𝑉 (𝑛′

1
).

(ii) For any node 𝑛0 ∈ 𝑇1 with 𝐺∗ [𝑛0] ∩𝐺∗ [𝑛′
1
] = ∅, 𝑇 ′(𝑛0) keeps

the same in 𝑇 ∗.

Proof. (i) When 𝑐𝑜𝑟𝑒 (𝑥1,𝐺0) < 𝑐𝑜𝑟𝑒 (𝑥2,𝐺0), we have 𝑛′
1
=

𝑛𝑜𝑑𝑒 (𝑥1,𝑇1) and 𝑉 ∗ ⊆ 𝑉 (𝑛′
1
). When 𝑐𝑜𝑟𝑒 (𝑥1,𝐺0) = 𝑐𝑜𝑟𝑒 (𝑥2,𝐺0),

since𝑛𝑜𝑑𝑒 (𝑥1,𝑇0) and𝑛𝑜𝑑𝑒 (𝑥2,𝑇0) are merged in𝑇1, we have𝑉 (𝑛′
1
)

= 𝑉 (𝑛𝑜𝑑𝑒 (𝑥1,𝑇0)) ∪ 𝑉 (𝑛𝑜𝑑𝑒 (𝑥2,𝑇0)), and thus 𝑉 ∗ ⊆ 𝑉 (𝑛′
1
). (ii)

Similar to Theorem 1, for any node 𝑛0 with 𝐺
∗ [𝑛0] ∩𝐺∗ [𝑛′

1
] = ∅,

core decomposition on 𝐺∗ [𝑛0] is the same to that on 𝐺 [𝑛0]. Thus,
𝑇 ′(𝑛0) keeps the same in 𝑇 ∗. □

Theorem 3. There is a node 𝑛∗ ∈ 𝑇 ∗ satisfying 𝑉 ∗ ⊆ 𝑉 (𝑛∗).

Proof. The proof is straightforward as 𝑐𝑜𝑟𝑒 (𝑣,𝐺∗) = 𝐾 + 1 for
each 𝑣 ∈ 𝑉 ∗, and the induced subgraph of𝑉 ∗ in𝐺∗ is connected. □

Then, we compute the next intermediate hierarchy 𝑇2 from Line

14 of Algorithm 1. According to Theorem 2, let 𝑛′ denote the node
in 𝑇 equals to 𝑛′

1
when recording 𝑇1 (Line 14), and 𝑛

′
2
denote the

node in 𝑇2 equals to 𝑛
′
when recording 𝑇2 (Line 17). At Line 15,

we create a node 𝑛+ in 𝐿𝐾+1 (𝑇 ) as the child node of 𝑛′, to process

the node adjustment. The vertices in 𝑉 ∗ are moved to 𝑉 (𝑛+), as
their coreness increases to 𝐾 + 1 from 𝐾 (Line 16). Now we get

𝑇2 where each vertex is in the correct layer and the first 𝐾 layers
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Figure 2: Insert (𝑣0, 𝑣5) to𝐺0

are maintained except 𝑛′
2
if it becomes empty. If 𝑛′

2
is empty, we

address it later in Line 23-25 for fewer operations.

Remaining Nodes to Update. In order to find out the operations

required for completing the maintenance, we introduce the notation

𝑐𝑛(𝑛0, 𝑣0). Given a node 𝑛0 and a vertex 𝑣0, let 𝑐𝑛(𝑛0, 𝑣0) denote the
node 𝑛𝑐 satisfying 𝑃 (𝑛𝑐 ) = 𝑛0 and 𝑇 ′(𝑛𝑐 ) contains 𝑣0. For example

in Figure 2(d), 𝑐𝑛(𝑛′, 𝑣0) = 𝑛𝑜𝑑𝑒 (𝑣15,𝑇2).
Let 𝑁 (𝑉 ∗,𝐺∗) = ∪𝑣∈𝑉 ∗𝑁 (𝑣,𝐺∗). After running Line 17 (record-

ing 𝑇2) of Algorithm 1, the set of candidate nodes to update in 𝑇2 is

NC = {𝑐𝑛(𝑛′
2
, 𝑢) | 𝑢 ∈ 𝑁 (𝑉 ∗,𝐺∗)}. For each node 𝑛𝑐 in 𝑁𝐶 (note

that 𝑛𝑐 ∈ 𝑇2), there is at least one vertex 𝑢 in 𝑇 ′(𝑛𝑐 ) where 𝑢 is the

neighbor of a vertex in 𝑉 ∗.

Theorem 4. For each 𝑛𝑐 ∈ 𝑁𝐶 , 𝐺∗ [𝑛𝑐 ] ⊆ 𝐺∗ [𝑛∗] holds.

Proof. For each𝑛𝑐 ∈ 𝑁𝐶 , according to𝑁𝐶’s definition, we have
the following two properties: (i) 𝑐𝑜𝑟𝑒 (𝑛𝑐 ) ≥ 𝑐𝑜𝑟𝑒 (𝑛+) = 𝐾 + 1; (ii)
∃𝑣1 ∈ 𝑛𝑐 , 𝑣2 ∈ 𝑛+(i.e., 𝑉 ∗) satisfying (𝑣1, 𝑣2) ∈ 𝐸 (𝐺∗). According to

the definition of 𝑘-core hierarchy, the vertices of 𝑛𝑐 and 𝑛
+
are in

one node of 𝑇 ∗ when 𝑐𝑜𝑟𝑒 (𝑛𝑐 ) = 𝐾 + 1 (Line 20 of Algorithm 1),

or 𝑛+ will be the ancestor of 𝑛𝑐 when 𝑐𝑜𝑟𝑒 (𝑛𝑐 ) > 𝐾 + 1 (Line 22).
Thus, 𝐺∗ [𝑛𝑐 ] ⊆ 𝐺∗ [𝑛∗] holds as 𝑉 ∗ = 𝑉 (𝑛+) ⊆ 𝑉 (𝑛∗). □

For each node 𝑛𝑐 ∈ 𝑁𝐶 , according to Theorem 4, we can adjust

it easily in Line 20 or 22. When Algorithm 1 is returned, we have

𝑇 ∗ = 𝑇 and𝑛+ of𝑇 is exactly𝑛∗ of𝑇 ∗ in Theorem 3. For conciseness,

we defer the computation of 𝑐𝑛(𝑛′, 𝑢) to Algorithm 5 at Section 4.2.

For the remaining nodes not in 𝑁𝐶 , the following theorem holds.

Theorem 5. For any node 𝑛0 ∈ 𝑇 ′(𝑛′
2
) and 𝑛0 ∉ 𝑁𝐶 , 𝑇 ′(𝑛0)

keeps the same in 𝑇 ∗.

Proof. For each𝑛0 mentioned above, if 𝑐𝑜𝑟𝑒 (𝑛0) > 𝐾+1,𝑇 ′(𝑛0)
keeps the same according to the point (i) in the hierarchy analysis

of Section 3.1; if 𝑐𝑜𝑟𝑒 (𝑛0) = 𝐾 + 1, the definition of 𝑁𝐶 implies that

there is no vertex in 𝑛0 which is the neighbor of 𝑉 ∗, and 𝑇 ′(𝑛0)
keeps the same. □
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Algorithm 2: InsertX

Input : a graph𝐺0, the 𝑘-core hierarchy𝑇0, an edge set

𝐸′ ⊈ 𝐸 (𝐺0)
Output :𝑇 ∗, i.e., the updated𝑇0
𝑉 ∗ ← ∅;𝐶 ← ∅;𝐺∗ ← 𝐺0;𝑇 ← 𝑇0;1

for each 𝑒 ∈ 𝐸′ do2

𝑉 ′ ← vertices with coreness changed by inserting 𝑒 to𝐺∗;3

N← the set of 𝑛𝑜𝑑𝑒 (𝑣) in𝑇 for each 𝑣 ∈ 𝑉 ′;4

𝑛′ ← any node from N;5

create 𝑛∗ on (𝑐𝑜𝑟𝑒 (𝑛′) + 1)𝑡ℎ layer in𝑇 as a child node of 𝑛′;6

𝐶 ← 𝐶 ∪ {(𝑛∗, 𝑛0) } for each 𝑛0 ∈ N;7

move each 𝑣 ∈ 𝑉 ′ to𝑉 (𝑛∗) ; remove empty nodes in𝑇 ;8

𝐺0 ← 𝐺0 + {𝑒 };𝑉 ∗ ← 𝑉 ∗ ∪𝑉 ′;9

𝑇1 ← 𝑇 ;10

for each (𝑢, 𝑣) ∈ 𝐸′ do11

𝐶 ← 𝐶 ∪ (𝑛𝑜𝑑𝑒 (𝑢,𝑇 ), 𝑛𝑜𝑑𝑒 (𝑣,𝑇 )) ;12

for each 𝑣 ∈ 𝑉 ∗ do13

for each 𝑢 ∈ 𝑁 (𝑣,𝐺∗) with 𝑐𝑜𝑟𝑒 (𝑢,𝐺∗) > 𝑐𝑜𝑟𝑒 (𝑣) do14

𝐶 ← 𝐶 ∪ (𝑛𝑜𝑑𝑒 (𝑢,𝑇 ), 𝑛𝑜𝑑𝑒 (𝑣,𝑇 )) ;15

for each integer 𝐾 from 𝑘𝑚𝑎𝑥 to 0 do16

𝑛0 ← an unvisited node in a node pair of𝐶 with 𝑐𝑜𝑟𝑒 (𝑛0) = 𝐾 ;17

N1 ← {𝑛0 }; N2 ← ∅;18

while there is an unvisited node 𝑛1 in N1 do19

N2 ← N2 ∪ {𝑃 (𝑛1) }; 𝑛1 ← visited;20

for each node 𝑛2 with (𝑛1, 𝑛2) ∈ 𝐶 do21

if 𝑐𝑜𝑟𝑒 (𝑛2) = 𝐾 then22

N1 ← N1 ∪ {𝑛2 };23

else24

N2 ← N2 ∪ {𝑛2 };25

𝑛′ ← a node in N2 with the largest coreness;26

𝐶 ← 𝐶 ∪ (𝑛′, 𝑛2) for each 𝑛2 ∈ N2;27

merge 𝑛1 into 𝑛0 for each 𝑛1 ∈ N1;28

𝑃 (𝑛0) ← 𝑛′;29

return𝑇 , i.e.,𝑇 ∗;30

As the hierarchy of 𝑘-cores (the subtrees) with 𝑘 > 𝐾 + 1 keeps
the same in 𝐺0 and 𝐺

∗
, only these nodes on the (𝐾 + 1)𝑡ℎ layer

need to be merged. According to Theorem 4, we merge them with

𝑛+ (Line 20). The other nodes (not at 𝐿𝐾+1) in 𝑁𝐶 need to correct

their parent relations (Line 22). After all the updates in Line 18-22,

if 𝑉 (𝑛′) is empty, we set the parent of 𝑛+ to 𝑃 (𝑛′), and remove 𝑛′

from 𝑇 (Line 23-24). Then, the maintenance is completed.

Example 3. For the graph in Figure 2(a), after running Line 1-13
of Algorithm 1, we get 𝑇1 in Figure 2(c). Then, as 𝑉 ∗ = {𝑣5}, we have
𝑛′ = 𝑛𝑜𝑑𝑒 (𝑣5) by Line 14. At Line 15, 𝑛+ is created as a child node of
𝑛′ and collects 𝑣5 from 𝑛′.𝑇2 is shown in Figure 2(d). Next, at Line 18-
22, we select the nodes containing the neighbors of 𝑉 ∗, i.e., 𝑛𝑜𝑑𝑒 (𝑣0),
𝑛𝑜𝑑𝑒 (𝑣6), and 𝑛𝑜𝑑𝑒 (𝑣11), and mark their ancestors with the smallest
coreness while not less than 𝐾 + 1 = 4, i.e., 𝑛𝑜𝑑𝑒 (𝑣15), 𝑛𝑜𝑑𝑒 (𝑣6), and
𝑛𝑜𝑑𝑒 (𝑣11). Then, for above nodes which are at 𝐿𝐾+1, we merge them
with 𝑛+, and change the parent of 𝑛𝑜𝑑𝑒 (𝑣6) to 𝑛+. After the processing
when 𝑛′ is empty (Line 24-25), we get 𝑇 ∗ in Figure 2(e).

Correctness. The correctness of Algorithm 1 is guaranteed by the

theorems in this section. According to Theorem 1 and 2, after mov-

ing 𝑉 ∗ to the created node 𝑛+ and removing 𝑛′ if it is empty, all

nodes in 𝑇2 are already maintained except those in 𝑇 ′(𝑛′
2
). For all

nodes in 𝑇 ′(𝑛′
2
), by Theorem 4, the nodes in 𝑁𝐶 are maintained

correctly in Line 19-22; by Theorem 5, the other nodes (not in 𝑁𝐶)

keep the same in 𝑇 ∗.
Complexity. The space complexity of Algorithm. 1 is 𝑂 ( |𝑉 | + |𝐸 |),
as |𝑇0 | ≤ |𝑉 |. The time cost of it is the sum of three parts

as follows. (i) In Line 1-13, we can get the complexity analy-

sis of maintaining coreness (Line 2) from [66], and it runs in

𝑂 (logmax{|𝑂𝐾 |, |𝑂𝐾+1 |} ×
∑
𝑣∈𝑉 + |𝑁 (𝑣,𝐺∗) |), where𝑂𝐾 is the set

of vertices with coreness 𝐾 , and 𝑉 + is the subset of 𝑂𝐾 , which

is the vertex candidate set whose coreness may increase after

the insertion.Then it takes 𝑂 (𝑘𝑚𝑎𝑥 ) to merge the ancestors of

𝑛𝑜𝑑𝑒 (𝑥1) and 𝑛𝑜𝑑𝑒 (𝑥2), where 𝑘𝑚𝑎𝑥 is the height of 𝑇0. (ii) In Line

14-16, the running time of moving the vertices in𝑉 ∗ is𝑂 ( |𝑂𝐾 |), as
𝑉 (𝑛𝑜𝑑𝑒 (𝑥1)) ∪𝑉 (𝑛𝑜𝑑𝑒 (𝑥2)) ∈ 𝑂𝐾 . (iii) In Line 17-25, adjusting the

subtree rooted at 𝑛′ takes 𝑂 ( |𝑇 ′(𝑛𝑜𝑑𝑒 (𝑥1)) | + |𝑇 ′(𝑛𝑜𝑑𝑒 (𝑥2)) |) as
there are at most |𝑇 ′(𝑛′) | nodes to adjust their parent relations, and
𝑇 ′(𝑛′) ⊂ 𝑇 ′(𝑛𝑜𝑑𝑒 (𝑥1)) ∪𝑇 ′(𝑛𝑜𝑑𝑒 (𝑥2)). Thus, the time complexity

of Algorithm 1 is𝑂 ((logmax{|𝑂𝐾 |, |𝑂𝐾+1 |} ×
∑
𝑣∈𝑉 + |𝑁 (𝑣,𝐺∗) |) +

𝑘𝑚𝑎𝑥 + |𝑉 ∗ | + |𝑇 ′(𝑛𝑜𝑑𝑒 (𝑥1)) | + |𝑇 ′(𝑛𝑜𝑑𝑒 (𝑥2)) |).

3.4 Insertion of 𝑥 Edges

In this section, the𝑘-core hierarchy is updated in a batch-processing

manner, i.e., update once for the insertion of multiple edges. Com-

pared with the update for one inserted edge, it is more complex to

update 𝑇0 with the insertion of 𝑥 edges: (1) the coreness of each

vertex may increase by more than 1; and (2) the affected area in 𝑇0
would be larger.

Let 𝐸 ′ denote the edge set to be inserted to𝐺0, where 𝐸
′ ⊈ 𝐸 (𝐺0).

Accordingly, we use 𝐺∗ to denote 𝐺0 + 𝐸 ′.
Algorithm 2 shows the maintenance against the insertion of 𝐸 ′.

In order to avoid unnecessary cost (e.g., duplicate visit of some

nodes), we defer the adjustment (Line 11-13, 17-25 of Algorithm 1)

of the nodes in 𝑇0 to the last part of the algorithm (Line 16-29 of

Algorithm 2), and use the candidate set𝐶 to store all the node pairs

that need to be adjusted (Line 7, 11-15 and 27), i.e., the nodes will ei-

ther bemerged at the same layer, or have their parent-child relations

to be updated. Essentially, the mergence of ancestors (correspond-

ing to Section 3.2) and the subtree adjustment (corresponding to

Section 3.3) are combined by exploring the set 𝐶 once in a bottom-

up manner on the tree (Line 16-29). When |𝐸 ′ | = 1, Algorithm 2 is

actually the same to Algorithm 1.

In details, we insert each edge 𝑒 ∈ 𝐸 ′ one by one, and generate𝑉 ′
which contains all the vertices with coreness changedwith inserting

𝑒 , by coreness maintenance [66] (Line 2-3). Similar to Line 14-16 of

Algorithm 2, we create a node 𝑛∗ as a child node of 𝑛′ in 𝑇 , where
𝑛′ is a node containing at least one vertex in 𝑉 ′ (Line 4-6). Note
that the vertices in 𝑉 ′ may locate at different nodes, as 𝑇 has not

been fully updated in former iterations. Let N be a node set where

each node contains at least one vertex in 𝑉 ′ (Line 4). According to

Theorem 3, the nodes in N will be merged into one node on 𝑇 ∗ at
last, we can set 𝑛′ as any node from N in Line 5. Thus, the node

pair (𝑛∗, 𝑛0) for each 𝑛0 ∈ N is added to the candidate set𝐶 in Line

762



𝑣12𝑣11

𝑣14 𝑣13
𝑣16

𝑣5

𝑣8

𝑣7

𝑣6 𝑣10

𝑣9
𝑣4

𝑣3

𝑣2

𝑣1

𝑣0

𝑣15

(a) 𝐺0 + (𝑣1, 𝑣14) + (𝑣5, 𝑣16)

root

𝑣16

𝑣5

𝑣11 𝑣12
𝑣13 𝑣14

𝑣6 𝑣7 𝑣8
𝑣9 𝑣10

𝑣15

𝑣0 𝑣1 𝑣2
𝑣3 𝑣4

(b) 𝑇0

root

∅

𝑣5

𝑣11 𝑣12
𝑣13 𝑣14

𝑣6 𝑣7 𝑣8
𝑣9 𝑣10

𝑣15

𝑣0 𝑣1 𝑣2
𝑣3 𝑣4

𝑣16

(c) 𝑇1

root

𝑣5 𝑣16

𝑣11 𝑣12
𝑣13 𝑣14 𝑣15

𝑣6 𝑣7 𝑣8
𝑣9 𝑣10

𝑣0 𝑣1 𝑣2
𝑣3 𝑣4

(d) 𝑇 ∗

Figure 3: Insert (𝑣1, 𝑣14) and (𝑣5, 𝑣16) to𝐺0

7 for later update. In Line 8, we move each vertex 𝑣 in 𝑉 ′ to the

correct layer, i.e., from 𝑉 (𝑛𝑜𝑑𝑒 (𝑣)) to 𝑉 (𝑛∗). The empty nodes are

removed and the related tree edges are adjusted. Line 9 updates 𝐺0

and 𝑉 ∗. As the vertices in 𝑉 ′ may be moved in later iterations, we

only mark the vertices to move and the nodes containing them, in

order to move them by one time after running Line 2-9.

We get 𝑇1 till now, in which each vertex is in the correct layer.

According to Algorithm 1, an edge (𝑢, 𝑣) ∈ 𝐸 (𝐺∗) may incur the

update of the tree structure, where (𝑢, 𝑣)mustmeet either (i) (𝑢, 𝑣) ∈
𝐸 ′ or (ii) 𝑣 ∈ 𝑉 ∗ ∧ 𝑢 ∈ 𝑁 (𝑣,𝐺∗) ∧ 𝑐𝑜𝑟𝑒 (𝑢,𝐺∗) > 𝑐𝑜𝑟𝑒 (𝑣). At Line
11-12, we add all the candidate edges to𝐶 for case (i); The candidate

edges from case (ii) are added to 𝐶 at Line 13-15.

Example 4. For the graph𝐺0 in Figure 3(a), its𝑘-core hierarchy is
shown in Figure 3(b). We first insert the edge (𝑣1, 𝑣14), and find𝑉 ′ = ∅
s.t. no update is triggered in Line 3-9. Next, we insert another edge
(𝑣5, 𝑣16), and find𝑉 ′ = {𝑣16}. At Line 6, a tree node𝑛∗ is created in the
layer 𝐿𝑐𝑜𝑟𝑒 (𝑣16)+1 = 𝐿2, as a child node of 𝑛

′ = 𝑛𝑜𝑑𝑒 (𝑣16), and 𝑣16 is
moved from 𝑛′ to 𝑛∗, as shown in Figure 3(c). The node pair (𝑛∗, 𝑛′) is
added to𝐶 at Line 7. Now we focus on the intermediate tree𝑇1, for the
candidates in 𝐶 from 𝐸 ′ (Line 11-12), we add (𝑛𝑜𝑑𝑒 (𝑣5), 𝑛𝑜𝑑𝑒 (𝑣16))
and (𝑛𝑜𝑑𝑒 (𝑣1), 𝑛𝑜𝑑𝑒 (𝑣14)) to 𝐶 , as marked by red dashed lines in
Figure 3(c). The other candidates in 𝐶 are from the neighbors of each
vertex in 𝑉 ∗ = {𝑣16} (Line 13-15), i.e., (𝑛𝑜𝑑𝑒 (𝑣5), 𝑛𝑜𝑑𝑒 (𝑣16)) and
(𝑛𝑜𝑑𝑒 (𝑣15), 𝑛𝑜𝑑𝑒 (𝑣16)), as marked by blue dashed lines.

Next we focus on the update operations based on 𝐶 (Line 16-

29). In order to update 𝑇1 through only the necessary operations,

we scan the nodes of 𝐶 layer-by-layer in the tree in a bottom-up

manner, i.e., from nodes with large coreness to the ones with small

coreness (Line 16). Here 𝑘𝑚𝑎𝑥 represents the largest coreness of a

vertex in 𝐺∗. For the coreness value 𝐾 in one iteration, we select

an unvisited node 𝑛0 in 𝐶 with 𝑐𝑜𝑟𝑒 (𝑛0) = 𝐾 in 𝑇 (Line 17). We

use N1 to store each visited node 𝑛1 ∈ 𝐶 with coreness 𝐾 (Line 18

and 23), where the nodes will be merged into one node, W.l.o.g,

𝑛0, at Line 28. Besides, N2 records the parent node of each node

in N1, and each node 𝑛2 if there is a node pair (𝑛1, 𝑛2) ∈ 𝐶 and

𝑐𝑜𝑟𝑒 (𝑛2) < 𝐾 (Line 20 and 25). Each node in N2 will become (part

of) an ancestor of 𝑛0 on 𝑇
∗
. To maintain the tree structure, after

collecting the nodes for N1 and N2, we pick a node 𝑛′ ∈ N2 with
the largest coreness. The node 𝑛′ is actually a child node of other

nodes inN2 with corenesses smaller than 𝑐𝑜𝑟𝑒 (𝑛′), and these nodes
on the same layer will be merged into one node in later iterations.

So, we add (𝑛′, 𝑛2) to 𝐶 for each 𝑛2 ∈ N2 \ 𝑛2. Then, we merge the

nodes in N1 to one node (Line 28) and reset its parent node (Line

29). Iteratively, the 𝑘-core hierarchy is correctly maintained.

Example 5. We use Figure 3(c)(d) to illustrate the mergence proce-
dure (Line 16-29 of Algorithm 2) on the case in Figure 3(a). In the first
iteration, 𝑛0 = 𝑛𝑜𝑑𝑒 (𝑣1) is selected at Line 17 and pushed into N1 at
Line 18. Then, 𝑃 (𝑛𝑜𝑑𝑒 (𝑣1)) = 𝑛𝑜𝑑𝑒 (𝑣15) is pushed intoN2. After Line
25, we get N1 = {𝑛𝑜𝑑𝑒 (𝑣1)} and N2 = {𝑛𝑜𝑑𝑒 (𝑣15), 𝑛𝑜𝑑𝑒 (𝑣14)}. We
push (𝑛𝑜𝑑𝑒 (𝑣15), 𝑛𝑜𝑑𝑒 (𝑣14)) into𝐶 at Line 27. In the second iteration
of Line 16, if 𝑛0 = 𝑛𝑜𝑑𝑒 (𝑣15), we have N1 = {𝑛𝑜𝑑𝑒 (𝑣15), 𝑛𝑜𝑑𝑒 (𝑣14)}
and N2 = {𝑛𝑜𝑑𝑒 (𝑣16), 𝑛𝑜𝑑𝑒 (𝑣5)} after Line 25. If 𝑛′ = 𝑛𝑜𝑑𝑒 (𝑣5) at
Line 26, we push (𝑛𝑜𝑑𝑒 (𝑣5), 𝑛𝑜𝑑𝑒 (𝑣16)) into 𝐶 at Line 27. The nodes
in N1 are merged at Line 28, and 𝑃 (𝑛𝑜𝑑𝑒 (𝑣15)) = 𝑛𝑜𝑑𝑒 (𝑣5) at Line
29. After all the iterations, we get 𝑇 ∗ as shown in Figure 3(d).

Theorem 6. After running Algorithm 2, for each node 𝑛0 ∈ 𝑇0
if 𝑛0 is not in𝐶 , we have (i) 𝑛0 keeps the same in𝑇 ∗ and (ii) the child
nodes of 𝑛0 keeps the same in 𝑇 ∗.

Proof. (i) Suppose𝑉 (𝑛0) changed, there is a vertex in𝑉 (𝑛0)∩𝑉 ∗
moved out of 𝑛0, or a vertex in𝑉

∗
is moved to𝑉 (𝑛0). In both cases,

𝑛0 will be added to a node pair in 𝐶 by Line 7, which contradicts

with 𝑛0 ∉ 𝐶 . (ii) Now we confirm that 𝑛0 keeps the same as in 𝑇 ∗,
i.e. 𝑉 ∗ ∉ 𝑉 (𝑛0). Thus no vertex is added to any child node of 𝑛0.

(ii.a)For a child of 𝑛0 changed its parent node, there must be a vertex

moved out of 𝑛0, which contradicts with that 𝑛0 keeps the same in

𝑇 ∗. (ii.b) Suppose there is a vertex moved out of a 𝑛0’s child node

𝑛𝑐 , 𝑛𝑐 will be added in 𝐶 by Line 7, and thus (𝑛𝑐 , 𝑛0) will be added
to 𝐶 by Line 26, which contradicts with 𝑛0 ∉ 𝐶 . Thus, the theorem

holds. □

Correctness. According to Theorem 6, the local structure of each

node 𝑛0 ∉ 𝐶 keeps the same, i.e., its vertex set and child nodes are

same in 𝑇0 and 𝑇
∗
. Thus, we only need to process the nodes in 𝐶

for the update of𝑇0. As we follow the definition of 𝑘-core hierarchy

to maintain 𝑇0, the correctness of Algorithm 2 is guaranteed.

Complexity. The space complexity of Algorithm 2 is 𝑂 (𝑚). As Al-
gorithm 2 combines with the operations in Algorithm 1 for each

inserted edge, according to the time complexity of Algorithm 1,

the worst-case time complexity of Algorithm 2 is 𝑂 (∑ |𝑉 ∗ | + 𝑥 ·
(𝑘𝑚𝑎𝑥 + |𝑇0 |)) where |𝑇0 | is the number of tree nodes in 𝑇0.

4 EDGE REMOVAL

In this section, we first study the maintenance of 𝑘-core hierarchy

against the removal of one edge. Then, we extend the study to

the removal of multiple edges. Let (𝑥1, 𝑥2) denote the edge to be

removed from 𝐺0, where (𝑥1, 𝑥2) ∈ 𝐸 (𝐺0). W.l.o.g, we suppose

𝐾 = 𝑐𝑜𝑟𝑒 (𝑥1) ≤ 𝑐𝑜𝑟𝑒 (𝑥2). Let 𝐺∗ denote the graph updated from

𝐺0, i.e., 𝐺
∗ = (𝑉 , 𝐸 − (𝑥1, 𝑥2)). Let 𝑇0 = 𝑇 (𝐺0) and 𝑇 ∗ = 𝑇 (𝐺∗).

When the context is clear, we use 𝑛𝑜𝑑𝑒 (𝑣0) to represent 𝑛𝑜𝑑𝑒 (𝑣0,𝑇 ).
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4.1 Removal Analysis

Similar to the case of edge insertion, we apply [66] to update the

corenesses of all the affected vertices. For the update of 𝑘-core

hierarchy against edge removal, we need to check the connectivity

of the vertices in some tree nodes to examine whether a node will

split or not. As the insertion of edges will not split the tree nodes,

the cost of maintaining the 𝑘-core hierarchy against edge removal

is generally higher than that against edge insertion. Thus, in order

to reduce the cost, we should carefully limit the search space to

address the connectivity change.

Let 𝑉 ∗ denote the set of vertices with coreness changed after

the removal of (𝑥1, 𝑥2). Essentially, the removal of an edge (𝑥1, 𝑥2)
from 𝐺0 is a reverse procedure of inserting (𝑥1, 𝑥2) to 𝐺∗. So, we
can immediately deduce the following rules.

• For every vertex 𝑣 ∈ 𝑉 ∗, we have 𝑐𝑜𝑟𝑒 (𝑣,𝐺0) = 𝐾 and

𝑐𝑜𝑟𝑒 (𝑣,𝐺∗) = 𝐾 − 1.
• We have 𝑉 ∗ ⊆ 𝑉 (𝐶 (𝑥1,𝐺0)), and the induced subgraph of

𝑉 ∗ in 𝐺0 is connected.

Similar to the analysis for insertion, for the update of 𝑘-core

hierarchy with removing (𝑥1, 𝑥2), we discuss the following cases
for all the 𝑘-cores in 𝐺0.

(i) The 𝑘-cores with 𝑘 > 𝐾 . For every vertex 𝑣 with 𝑐𝑜𝑟𝑒 (𝑣) >
𝐾 , we have 𝐶 (𝑣,𝐺∗) = 𝐶 (𝑣,𝐺0), because (𝑥1, 𝑥2) ∉ 𝐶 (𝑣,𝐺0).
Thus, the hierarchy of 𝑘-cores (the subtrees rooted on 𝐿𝑘 )

with 𝑘 > 𝐾 keeps the same in 𝐺0 and 𝐺
∗
.

(ii) The 𝑘-cores with 𝑘 ≤ 𝐾 . For every vertex 𝑣 with 𝑐𝑜𝑟𝑒 (𝑣) <
𝐾 , we have 𝑐𝑜𝑟𝑒 (𝑣,𝐺∗) = 𝑐𝑜𝑟𝑒 (𝑣,𝐺0). The removal of

(𝑥1, 𝑥2) will move the vertices in 𝑉 ∗ to 𝐿𝐾−1 from 𝐿𝐾 . Be-

sides, the ancestors of 𝑛𝑜𝑑𝑒 (𝑥1) or 𝑛𝑜𝑑𝑒 (𝑥2) may split, be-

cause some 𝑘-cores become disconnected by the removal of

(𝑥1, 𝑥2) and the move of the vertices in 𝑉 ∗.

Let 𝑛′ denote the node in 𝑇0 containing 𝑉 ∗. Note that the ver-
tices in 𝑉 ∗ are actually in one node of 𝑇0 before the removal

of (𝑥1, 𝑥2); otherwise Theorem 3 is violated if we insert (𝑥1, 𝑥2)
back. As 𝑐𝑜𝑟𝑒 (𝑥1,𝐺0) ≤ 𝑐𝑜𝑟𝑒 (𝑥2,𝐺0) is supposed, we have 𝑉 ∗ ⊆
𝑉 (𝑛𝑜𝑑𝑒 (𝑥1,𝑇0)).

4.2 Adjust the Subtree rooted at 𝑛′

As shown in above subsection, the hierarchy of 𝑘-cores keeps the

same when 𝑘 > 𝐾 . Here, we show how to adjust the subtree rooted

at 𝑛′ in 𝑇0. We will split the ancestors of 𝑛′ in next subsection.

Algorithm 3 shows the pseudo-code to maintain the 𝑘-core hier-

archy against the removal of (𝑥1, 𝑥2). We first compute the set 𝑉 ∗

at Line 2, where the coreness of each vertex decreases to 𝐾 − 1 from
𝐾 , and get 𝑛′ which contains 𝑉 ∗ at Line 3. If the parent node of 𝑛′

is not in 𝐿𝐾−1, we create a new child node of 𝑃 (𝑛′) in 𝐿𝐾−1 and set
the parent node of 𝑛′ to it (Line 7-9). Let 𝑛∗ denote the parent node
of 𝑛′ (Line 4 or 8), we move 𝑉 ∗ to 𝑛∗ from 𝑛′ in Line 10.

Split 𝑛′. As the move of 𝑉 ∗ may disconnect 𝐺∗ [𝑛′], we need to

find all connected components of it in Line 12. For each child node

𝑛𝑐 of 𝑛
′
, we make sure that 𝐺∗ [𝑛𝑐 ] is already a complete (𝐾 + 1)-

core otherwise Theorem 4 is violated if we insert (𝑥1, 𝑥2) back.
Thus, instead of traversing all vertices in𝐺∗ [𝑛′], we can regard the

vertices in 𝑇 ′(𝑛𝑐 ) as a unit for each child node 𝑛𝑐 of 𝑛
′
. We will

describe it in details later. In this way, we can immediately find the

Algorithm 3: RemoveOne

Input : a graph𝐺0, the 𝑘-core hierarchy𝑇0, an edge

(𝑥1, 𝑥2) ∈ 𝐸 (𝐺0)
Output :𝑇 ∗, i.e., the updated𝑇0
𝑇 ← 𝑇0;1

𝑉 ∗ ← vertices with coreness changed by removing (𝑥1, 𝑥2) from𝐺0;2

𝑛′ ← node(𝑥1) in𝑇 (suppose 𝑐𝑜𝑟𝑒 (𝑥1) ≤ 𝑐𝑜𝑟𝑒 (𝑥2));3

𝑛∗ ← 𝑃 (𝑛′) ;4

if 𝑉 ∗ ≠ ∅ then5

if 𝑐𝑜𝑟𝑒 (𝑃 (𝑛′)) ≠ 𝐾 − 1 then6

create 𝑛0 on 𝐿𝐾−1 as a child node of 𝑛∗ ;7

𝑛∗ ← 𝑛0;8

𝑃 (𝑛′) ← 𝑛∗;9

move each vertex in𝑉 ∗ from 𝑛′ to 𝑛∗;10

𝑇1 ← 𝑇 ;11

𝑇2 ← SplitNode(𝑛′,𝑇1);12

flag← true;13

𝑖 ← 2;14

while flag = true do15

𝑖 ← 𝑖 + 1; 𝑛∗
𝑖
= 𝑃 (𝑛∗

𝑖−1) ;16

𝑇𝑖 ← SplitNode(𝑛∗
𝑖
,𝑇𝑖−1);17

flag← (𝑇𝑖−1 ≠ 𝑇𝑖 ) ;18

𝑇 ∗ ← 𝑇𝑖 ;19

return𝑇 ∗20

Algorithm 4: SplitNode

Input : a subtree rooted at 𝑛𝑟 to split, the 𝑘-core hierarchy𝑇

Output : the updated𝑇

𝑛∗𝑟 ← 𝑃 (𝑛𝑟 ) ;𝑉𝑟 ← 𝑉 (𝑛𝑟 ) ; 𝐾 = 𝑐𝑜𝑟𝑒 (𝑛𝑟 ) ;1

for each vertex 𝑢 ∈ 𝑉 (𝑛𝑟 ) do2

create an empty node 𝑛𝑐 on 𝐿𝐾 as a child node of 𝑛𝑟 ;3

move 𝑢 to 𝑛𝑐 from 𝑛𝑟 ;4

for each node 𝑛𝑐 ∈ 𝑛𝑟 .children do5

for each node 𝑛𝑑 ∈ 𝑇 ′ (𝑛𝑐 ) do6

𝑐𝑛 (𝑛𝑟 , 𝑛𝑑 ) ← 𝑛𝑐 ;7

for each vertex 𝑢 ∈ 𝑉𝑟 do8

for each vertex 𝑣 ∈ 𝑁 (𝑢,𝐺∗) do9

if 𝑐𝑜𝑟𝑒 (𝑣,𝐺∗) = 𝐾 then10

merge 𝑛𝑜𝑑𝑒 (𝑢) and 𝑛𝑜𝑑𝑒 (𝑣) ;11

else if 𝑐𝑜𝑟𝑒 (𝑣,𝐺∗) > 𝐾 then12

𝑛𝑐 ← 𝑐𝑛 (𝑛𝑟 , 𝑣) ; /* FindSubroot(𝑛′, 𝑣) */13

if 𝑃 (𝑛𝑐 ) = 𝑛𝑟 then14

𝑃 (𝑛𝑐 ) ← 𝑛𝑜𝑑𝑒 (𝑢) ;15

else16

merge 𝑛𝑜𝑑𝑒 (𝑢) and 𝑃 (𝑛𝑐 ) ;17

for each node 𝑛𝑐 ∈ 𝑛𝑟 .children do18

𝑃 (𝑛𝑐 ) ← 𝑛∗𝑟 ;19

remove 𝑛𝑟 from𝑇 ;20

return𝑇 , i.e., updated𝑇21

vertices in 𝑉 (𝑛′) which should exist in the same node of 𝐿𝐾 (𝑇 ∗),
and its child node on 𝑇 ∗.
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Algorithm 5: FindSubroot

Input : a node 𝑛0, a vertex 𝑣0

Output : the node 𝑛𝑐 , i.e., 𝑐𝑛 (𝑛0, 𝑣0)
𝐴← empty set; 𝑛𝑐 ← 𝑛1 ← 𝑛𝑜𝑑𝑒 (𝑣0) ;1

while 𝑛1 ≠ 𝑛0 do2

𝐴← 𝐴 ∪ {𝑛1 };3

𝑛𝑐 ← 𝑛1; 𝑛1 ← 𝐽 𝑢𝑚𝑝 (𝑛1) ;4

𝐽 𝑢𝑚𝑝 (𝑛2) ← 𝑛𝑐 for each node 𝑛2 ∈ {𝐴 \ 𝑛𝑐 };5

return 𝑛𝑐6

Algorithm 4 shows the process of splitting the subtree rooted at

𝑛𝑟 . Let 𝑛
∗
𝑟 denote the parent node of 𝑛𝑟 , and 𝑉𝑟 denote the vertex

set of 𝑛𝑟 (Line 1). We first logically split 𝑛𝑟 by regarding each vertex

as a single child node of 𝑛∗𝑟 in 𝐿𝑐𝑜𝑟𝑒 (𝑛𝑟 ) (Line 2-4). The node 𝑛𝑟 will
become an empty node while the existing parent-child relations of

𝑛𝑟 are temporally preserved. In the implementation, we mark the

nodes and address the split together later to reduce cost.

Use 𝑐𝑛(𝑛0, 𝑣0). In order to fast check whether two vertices are in

a same 𝐾-core on𝐺∗, we use 𝑐𝑛(𝑛0, 𝑣0) which has been discussed

above. Note that 𝑐𝑛(𝑛0, 𝑣0) = 𝑐𝑛(𝑛0, 𝑛𝑜𝑑𝑒 (𝑣0)). For an edge (𝑢, 𝑣) ∈
𝐸 (𝐺∗) with 𝑢 ∈ 𝑉𝑟 , (i) if 𝑐𝑜𝑟𝑒 (𝑣) = 𝐾 , we merge 𝑛𝑜𝑑𝑒 (𝑢) and
𝑛𝑜𝑑𝑒 (𝑣) as they are linked by (𝑢, 𝑣) (Line 10-11); (ii) if 𝑐𝑜𝑟𝑒 (𝑣) > 𝐾 ,
we can retrieve that 𝑛𝑐 = 𝑐𝑛(𝑛0, 𝑣0) is a child node of 𝑛𝑜𝑑𝑒 (𝑢), and
thus there is a node containing 𝑃 (𝑛𝑐 ) and 𝑛𝑜𝑑𝑒 (𝑢) on 𝐿𝐾 (Line

12-17). When 𝑃 (𝑛𝑐 ) = 𝑛𝑟 , we just set 𝑃 (𝑛𝑐 ) as 𝑛𝑜𝑑𝑒 (𝑣) because 𝑛𝑟
is an empty set now with some parent-child relations temporarily

preserved (Line 14-15); otherwise, we merge 𝑃 (𝑛𝑐 ) and 𝑛𝑜𝑑𝑒 (𝑢) as
their vertices are in the same node on 𝐿𝐾 (Line 16-17).

After running Line 8-17 of Algorithm 4, for each child node 𝑛𝑐
of 𝑛′ left, 𝑛𝑐 is not a child node of any node on 𝐿𝐾 \ 𝑛′, and we set

𝑃 (𝑛𝑐 ) = 𝑛∗ (Line 18-19). Finally, we remove 𝑛′ and its associated

tree edges from 𝑇 ′ at Line 20, and the split process is completed.

Example 6. Consider the graph in Figure 1(a). Suppose an edge
(𝑣2, 𝑣17) is removed from the graph. In the process of maintaining
𝑘-core hierarchy, after we move 𝑉 ∗ = {𝑣17} to 𝑛∗ and get 𝑇1 in
figure 4(a), figure 4(b) shows the process of spliting 𝑛′(Line 12 of
Algorithm 3). For each vertex in𝑉 (𝑛′), we first logically create a node
at 𝐿𝐾 as a child of 𝑛∗ = 𝑛𝑜𝑑𝑒 (𝑣19)) and move the vertex to the new
node (Line 1-4 of Algorithm 4), as shown in the left part of Figure 4(b).
Now 𝑛′ becomes an empty node with tree edges temporarily preserved.

At Line 5-7 of Algorithm 4, we initialize 𝑐𝑛(𝑛′, 𝑛𝑑 ) to fast re-
trieve the child node 𝑛𝑐 of 𝑛′ which is an ancestor of 𝑛𝑑 (or itself),
e.g., 𝑐𝑛(𝑛𝑜𝑑𝑒 ′, 𝑣0) = 𝑛𝑜𝑑𝑒 (𝑣0). Then, we can traverse each vertex
at 𝐿𝐾 and visit its neighbors s.t. the nodes to merge and the tree
edges to adjust can be immediately determined. For instance, we set
𝑃 (𝑛𝑜𝑑𝑒 (𝑣0)) = 𝑛𝑜𝑑𝑒 (𝑣18) at Line 15, because 𝑣0 is a neighbor of 𝑣18
and 𝑐𝑛(𝑛𝑜𝑑𝑒 ′, 𝑣0) = 𝑛𝑜𝑑𝑒 (𝑣0). After the traversal, as 𝑛𝑜𝑑𝑒 (𝑣6) is not
visited, we set 𝑃 (𝑛𝑜𝑑𝑒 (𝑣6)) = 𝑛𝑜𝑑𝑒 (𝑣17) at Line 18-19. The updated
𝑇0 is shown on the right part of Figure 4(b).

Implementation of Computing 𝑐𝑛(𝑛0, 𝑣0). The pseudo-code to com-

pute 𝑐𝑛(𝑛0, 𝑣0) is shown in Algorithm 5. It is not necessary to gener-

ate 𝑐𝑛(𝑛0, 𝑛𝑑 ) for every descendent 𝑛𝑑 of 𝑛𝑐 . In the implementation,

we use a global pointer 𝐽𝑢𝑚𝑝 (𝑛𝑜𝑑𝑒 (𝑣0)) to compute and preserve

𝑐𝑛(𝑛0, 𝑣0) in a lazy manner, i.e., only when it is required at Line

13 of Algorithm 4. The pointer 𝐽𝑢𝑚𝑝 (𝑛0) is initialized by 𝑃 (𝑛0)
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Figure 4: Split 𝑛′ in𝑇1

for each node 𝑛0 to facilitate the search. We use 𝐴 to record the

visited nodes in the search, i.e., some ancestors of 𝑛𝑜𝑑𝑒 (𝑣0). The
currently visited node is denoted by 𝑛1, and the last visited node is

denoted by 𝑛𝑐 . They are initialized at Line 1. We search the subtree

rooted at 𝑛0 layer-by-layer in a bottom-up manner, starting from

𝑛1 = 𝑛𝑜𝑑𝑒 (𝑣0) until 𝑛1 = 𝑛0 (Line 2). Each visited node is pushed

into 𝐴 at Line 3. Then, 𝑛𝑐 is set by 𝑛1, and 𝑛1 is set by 𝐽𝑢𝑚𝑝 (𝑛1)
at Line 4. When 𝑛1 = 𝑛0, the node 𝑛𝑐 is the child node of 𝑛0 with

𝑇 ′(𝑛𝑐 ) containing 𝑣 , i.e., 𝑐𝑛(𝑛0, 𝑣0) = 𝑛𝑐 . For each node 𝑛0 in 𝐴,

we have 𝑐𝑛(𝑛0, 𝑛0) = 𝑛𝑐 , and thus 𝐽𝑢𝑚𝑝 (𝑛0) is set by 𝑛𝑐 at Line 5
(except 𝑛0 = 𝑛𝑐 to maintain stop condition). Finally, we return 𝑛𝑐 .

4.3 Split Ancestors of 𝑛′

After adjusting the subtree rooted at 𝑛′ (Line 1-10 of Algorithm 3),

the parent node of 𝑛′, i.e., 𝑛∗ may also split. The split process may

further spread to the ancestors of 𝑛′.
We will continue to try to split the node 𝑛∗ as 𝑉 ∗ moves to 𝑛∗.

The child nodes of 𝑛∗ keep the same in 𝑇 ∗ according to Theorem 2

and the correctness of Algorithm 4. The split procedure of 𝑛∗ is
essentially same to that of 𝑛′, because the split spreads in layer-

by-layer manner from bottom to up, we use splitNode to adjust the

subtree rooted at 𝑛∗ (Line 15-18). After processing 𝑛∗, we iteratively
set its parent node as the next node to split (Line 16-17). Once the

tree does not change (Line 18), the split stops.

For any other node which has not been an input of SplitNode

(Algorithm 4), the following theorem holds.

Theorem 7. After running Algorithm 3, for any node 𝑛0 in 𝑇0
which has not been an input of SplitNode (Algorithm 4), 𝑛0 keeps the
same in 𝑇 ∗ and the child nodes of 𝑛0 keep the same in 𝑇 ∗.

Proof. For the removal of (𝑥1, 𝑥2), as only the vertices in 𝑛′

move to 𝑛∗, the vertex set of each layer 𝐿𝑘 keeps the same except

for 𝑘 = 𝐾 or𝐾−1. (i) Suppose𝑉 (𝑛0) changes. We have𝑛0 ∉ {𝑛′, 𝑛∗}
as 𝑛′ (resp. 𝑛∗) is an input of SplitNode in Line 9 (resp. Line 12). As

𝑉 (𝑛0) changes and 𝑛0 ∉ {𝑛′, 𝑛∗}, 𝐺∗ [𝑛0] must be disconnected in

𝐺∗. For each 𝑘-core 𝐶𝑘
0
⊆ 𝐺0 [𝑛0], (𝑥1, 𝑥2) ∈ 𝐶𝑘

0
, and 𝑘 ≤ 𝐾 , we

have𝐶𝑘
0
is also disconnected in𝐺∗; otherwise,𝐺0 [𝑛0] will not split.

Then, in Line 11-14 of Algorithm 3, 𝑛0 will be an input of SplitNode
which causes a contradiction. Thus, 𝑛0 keeps the same in 𝑇 ∗.

(ii) Suppose the child nodes of 𝑛0 are different in 𝑇 and 𝑇 ∗. If
𝑉 ∗ = ∅, the child nodes of 𝑛0 split, and the split stops at 𝑛0 as 𝑛0
keeps the same. Then 𝑛0 is an input of SplitNode according to Line

13. If 𝑉 ∗ ≠ ∅, when 𝑛∗ is a child node of 𝑛0, 𝑛0 is also an input of

SplitNode according to Line 13; when 𝑛′ is a child node of 𝑛0, we

have 𝑛0 = 𝑛
∗
or 𝑛0 = 𝑃 (𝑛∗) in 𝑇 ∗ (Line 6), 𝑛0 is an input; for other
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Algorithm 6: RemoveX

Input : a graph𝐺0, the 𝑘-core hierarchy𝑇0, an edge set 𝐸′ ⊆ 𝐸 (𝐺0)
Output :𝑇 ∗, i.e., the updated𝑇0
𝑇 ← 𝑇0;𝐺 ← 𝐺0;𝐶 ← ∅;1

for each (𝑢, 𝑣) ∈ 𝐸′ do2

𝑉 ∗ ← vertices with coreness changed by removing (𝑢, 𝑣) from𝐺 ;3

𝐺 ← 𝐺 − (𝑢, 𝑣) ;4

𝑛𝑜𝑑𝑒′ ← 𝑛𝑜𝑑𝑒 (𝑢,𝑇𝑖 ) (suppose 𝐾 =𝑐𝑜𝑟𝑒 (𝑢,𝐺) ≤ 𝑐𝑜𝑟𝑒 (𝑣,𝐺));5

if 𝑐𝑜𝑟𝑒 (𝑃 (𝑛𝑜𝑑𝑒′)) = 𝐾 − 1 then6

𝑛𝑜𝑑𝑒∗ ← 𝑃 (𝑛𝑜𝑑𝑒′) ;7

else8

create an empty node 𝑛𝑜𝑑𝑒∗ on 𝐿𝐾−1 as a child of 𝑃 (𝑛𝑜𝑑𝑒′) ;9

𝑃 (𝑛𝑜𝑑𝑒′) ← 𝑛𝑜𝑑𝑒∗;10

move each vertex 𝑣 ∈ 𝑉 ∗ from 𝑛𝑜𝑑𝑒′ to 𝑛𝑜𝑑𝑒∗;11

𝐶 ← 𝐶 ∪ {𝑛𝑜𝑑𝑒′, 𝑛𝑜𝑑𝑒∗ };12

𝑇1 ← 𝑇 ;𝐺∗ ← 𝐺 ; 𝑖 = 1;13

for each 𝑛′ ∈ 𝐶 in descending order of coreness do14

𝑖 ← 𝑖 + 1;15

𝑇𝑖 ← SplitNode(𝑛′,𝑇𝑖−1) ;16

𝐶 ← 𝐶 ∪ {𝑃 (𝑛′) } if 𝑇𝑖−1 ≠ 𝑇𝑖 ;17

return𝑇 , i.e.,𝑇 ∗18

cases, the split stops at 𝑛0 as 𝑛0 keeps the same in 𝑇 ∗. Thus, 𝑛0 is
an input of SplitNode, which causes a contradiction. □

Correctness. According to Theorem 2, Theorem 3 and the definition

of the 𝑘-core hierarchy, the correctness from𝑇0 to𝑇1 is guaranteed.

By Theorem 7, the local structure of each node 𝑛0, which has not

been an input of SplitNode, keeps the same, i.e., its vertex set and

child nodes are same in𝑇1 and𝑇
∗
. So, we iteratively execute SplitN-

ode for the update of𝑇1. As we follow the definition of the hierarchy

to maintain 𝑇1, the correctness of Algorithm 3 is guaranteed.

Complexity. We show it in Section 4.4, as Algorithm 3 is essentially

same to the update algorithm for removing 𝑥 edge(s) when 𝑥 = 1.

4.4 Remove 𝑥 Edges

In this section, we update the 𝑘-core hierarchy once for the removal

of 𝑥 edges. Let 𝐸 ′ denote the edge set to be removed from𝐺0, where

𝐸 ′ ⊆ 𝐸 (𝐺0). Algorithm 6 shows the pseudo-code to maintain the

𝑘-core hierarchy against the removal of 𝐸 ′. Similar to Algorithm 2

and in the way of Algorithm 3, for each edge (𝑢, 𝑣) ∈ 𝐸 ′, we re-
move it from 𝐺 (the changing graph), compute 𝑉 ∗ at Line 3, and
adjust the parent node of 𝑛𝑜𝑑𝑒 ′ (Line 5-10) where 𝑛𝑜𝑑𝑒 ′ = 𝑛𝑜𝑑𝑒 (𝑢)
with 𝑐𝑜𝑟𝑒 (𝑢,𝐺) ≤ 𝑐𝑜𝑟𝑒 (𝑣,𝐺). If 𝑃 (𝑛𝑜𝑑𝑒 ′) is at 𝐿𝑐𝑜𝑟𝑒 (𝑢)−1, we set
𝑛𝑜𝑑𝑒∗ by 𝑃 (𝑛𝑜𝑑𝑒 ′) (Line 6-7); otherwise, we create a node 𝑛𝑜𝑑𝑒∗
at 𝐿𝑐𝑜𝑟𝑒 (𝑢)−1 as a child node of 𝑃 (𝑛𝑜𝑑𝑒 ′), and reset 𝑃 (𝑛𝑜𝑑𝑒 ′) by
𝑛𝑜𝑑𝑒∗ (Line 8-10). We move the vertices in 𝑉 ∗ to 𝑛𝑜𝑑𝑒∗ (Line 11).

We use a candidate set 𝐶 to store all the nodes that should be

visited by SplitNode. Due to the removal of some edges and/or the

coreness change of some vertices, (i) a node 𝑛′ may split and/or

(ii) a child node of 𝑛′ may change its parent node to 𝑃 (𝑛′), i.e., the
subtree rooted at 𝑛′ may change. Thus, we push every such node

𝑛′ into 𝐶 at Line 12 and 17. It is correct to split a node 𝑛′ in 𝐶 from

large coreness to small (by Algorithm 4), as the subtree of each

child node of 𝑛′ is already updated (Line 14). We make sure that,

Table 2: Statistics of Datasets

Dataset |𝑉 | |𝐸 | 𝑑𝑎𝑣𝑔 𝑘𝑚𝑎𝑥 |𝑇 |
Gowalla 196,591 950,327 9.7 51 75

DBLP 317,080 1,049,866 6.6 113 767

Human-Jung 784,262 267,844,669 683.1 1200 4088

Hollywood 1,069,126 56,306,653 105.3 2208 679

Skitter 1,696,415 11,095,298 13.1 131 903

Orkut 3,072,441 117,185,083 76.3 253 254

Wiki 12,150,976 378,142,420 62.2 1122 5049

Rgg 16,777,216 132,557,200 15.8 20 117422

Twitter 41,652,230 1,468,365,182 8.8 2488 3049

FriendSter 65,608,366 1,806,067,135 55.1 304 451

after changing 𝑘-core hierarchy to𝑇𝑖 , each node in current𝐶 is not

changed between 𝑇𝑠𝑡𝑒𝑝2 and 𝑇𝑖 . After processing all the nodes in 𝐶 ,

there is no other node to split, and we get 𝑇 ∗.
Correctness. Splitting the nodes in 𝐶 from bottom to up is essen-

tially same to the split process of removing one edge (Algorithm 3).

Thus, by Theorem 7, the correctness of Algorithm 6 is guaranteed.

Complexity. The space complexity of Algorithm 6 is 𝑂 ( |𝐸 |). The
time cost of Algorithm 6 is the sum of two parts. The first part is to

maintain each vertex’s coreness and to move the vertices in 𝑉 ∗ to
the correct layers, which costs𝑂 (∑𝑤∈𝑉 ∗ |𝑁 (𝑤) |+

∑
𝑤∈𝑉 ∗ |𝑁 (𝑤) |×

𝑙𝑜𝑔 |𝑂𝐾 | + |𝑉 ∗ | × 𝑙𝑜𝑔|𝑂𝐾−1 | + |𝑉 ∗ | + | ∪𝑣∈𝑉 ∗ 𝑛𝑜𝑑𝑒 (𝑣) |) for each edge

need to be deleted. The second part is to split all nodes in 𝐶 in

Line 14-17. For each node 𝑛′ as the input of Algorithm 4, we visit

the neighbors of each vertex and maintain 𝑐𝑛(·) for each visited

descendant of it, which takes 𝑂 (∑𝑣∈𝑉 (𝑛′) |𝑁 (𝑣,𝐺∗) | + |𝑇 ′(𝑛′) |).
Time complexity of Algorithm 6 is the sum of the above two parts.

5 EXPERIMENTAL EVALUATION

Datasets. In the experiments, we use 10 public real-world networks

with size up to billion-scale. The datasets are from different areas in-

cluding collaboration networks, Internet topology, brain networks,

and social networks. Hollywood, Human-Jung, and Rgg[47] can

be downloaded from http://networkrepository.com; Twitter [28] is

from http://an.kaist.ac.kr/traces/WWW2010.html; and the rest are

from http://snap.stanford.edu/data. Table 2 shows the statistics of

the datasets where 𝑑𝑎𝑣𝑔 is the average vertex degree, 𝑘𝑚𝑎𝑥 is the

largest coreness and |𝑇 | is the number of nodes in 𝑘-core hierarchy.

Algorithms. We evaluate the update algorithms against the inser-

tion/removal of one edge, i.e., Algorithm 1 and 3, denoted by InsOne
and RmOne, respectively. We also evaluate the update algorithms to

address a batch of inserted/removed edges, i.e., Algorithm 2 and 6,

denoted by InsX and RmX, respectively. The state-of-the-art algo-
rithm for building the 𝑘-core hierarchy 𝑇 is LCPS [42, 51] (denoted

by LCPS). It can be used to compute the hierarchy from scratch on

dynamic graphs. Given a set 𝐸 ′ of edges to be inserted/removed,

an improved baseline is denoted by LCPS+, where we use the state-
of-the-art algorithm to update the coreness of each vertex [66],

and apply LCPS to compute the 𝑘-core hierarchy of the connected

component(s) containing the endpoints of 𝐸 ′.
Environment. We perform the experiments on a CentOS Linux

server with Intel(R) Xeon(R) CPU E5-2620 v4 @ 2.10GH, and 256G

memory. All the algorithms are implemented in C++. The source

code is compiled by GCC under O3 optimization.
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Figure 5: Performance on All the Datasets
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Figure 6: Performance on Inserting/Removing 𝑥 Edges

5.1 Performance on Runtime

In the evaluation of performance, for each test case, we randomly

remove 𝑥 edge(s) in each graph for RmOne (𝑥 = 1) and RmX,

and insert the edges back for InsOne and InsX. We execute the

algorithms by 100 independent cases and report the running time

of one case in average.

Inserting/Removing One Edge. We first evaluate InsOne for the

insertion of one edge, and RmOne for the removal of one edge,

compared with LCPS+ as introduced at the beginning of Section 5.

Figure 5(a) shows the running time of four algorithms on all the

datasets. As our algorithmswell capture a small part of𝑇 that will be

changed, the runtime is more fluctuant than LCPS and LCPS+. Thus,

we show the standard box-plot of InsOne (RmOne) on each dataset

where the red line represent the median runtime. Our incremental

algorithms significantly outperform LCPS/LCPS+ on different scales

of graphs, by up to 3100 times for InsOne and up to 270 times for

RmOne. The running time of RmOne is generally larger than that of

InsOne, because some tree nodes may split due to the removal and

we have to checkwhether a𝑘-core is still connected. In real-life data,

the case of insertion is more important, as it is usuallymore frequent

than removal. Besides, the outperformance of our algorithms can

be better on larger datasets, because the insertion/removal of 𝑥

edges affects 𝑇 less on larger graphs. InsOne and RmOne can also

be iteratively executed to update 𝑇 instantly. It is quite promising

to apply InsOne and RmOne against graph dynamics.

Inserting/Removing 𝑥 Edges. If a low update frequency is accept-

able, we can update 𝑇 once until 𝑥 edges are received to be in-

serted/removed. InsX is used for the insertion of 𝑥 edges and RmX

is used for the removal. The results are reported in Figure 5(b) when

𝑥 = 10. InsX and RmX are faster than the baselines on most datasets,

especially for large data. Note that the 𝑘-core hierarchy may change

a lot for such 𝑥 values on small datasets. For instance, when 𝑥 = 50,

Table 3: The engagement of users in node 𝑛1, compared with

the parent node of𝑛1 (T-edge), or the nodeswith smaller sub-

trees (T-size), on DBLP from Year 19-20 (Win Percent)

𝑘 1 2 3 4 5 6 7 8 total

T-edge(%) - 100 99.7 98.9 100 100 100 100 99.44

T-size(%) 80.9 78.6 86.2 93.4 80.6 44.1 100 100 84.58

the nodes in 𝐶 (the candidates to split) of RmX occupy more than

95% of |𝑉 (𝐺) | on small graphs (e.g., G and D).

Figure 6 reports the trends of InsX and RmX with different 𝑥

values. As edge insertion is more frequent than edge removal in

real-life, the 𝑥 values are from 1 to 1024 for InsX, and from 1 to

64 for RmX, respectively. For very large 𝑥 values, we recommend

to rebuild the hierarchy, or apply InsOne and RmOne for instant

update. When 𝑥 is small, the affected area of𝑇 is very small for both

insertion and removal. For insertion, as only a few number of nodes

are affected, the fluctuation is small. However, for removal, we need

to traverse the vertices in the whole affected node for connectivity

check which causes a larger fluctuation. When 𝑥 becomes larger,

the affected area of 𝑇 is larger. For insertion, the number of node

pairs in 𝐶 may be large (whenever they satisfy the relationship

in 𝑇1 or not). In some cases, many node pairs in 𝐶 are already in

correct parent-child relations (no adjustment is required), which

causes a large fluctuation. However, for removal, the fluctuation

is small, because almost all the nodes in the candidate set will be

traversed for connectivity check. When 𝑥 is even larger in Figure

6, the fluctuation becomes smaller because a large portion of the

graph and the hierarchy are visited.

Runtime Analysis on Different Cases. For different orders of inser-

tion/deletion on a same set of edges, the runtime difference of

maintenance is too small to observe. In Figure 5, the main factors

to affect the runtime are |𝑉 (𝐺) |, |𝐸 (𝐺) | and |𝐸 ′ |. For insertion, the
effect of |𝑉 (𝐺) | may relate to the size of 𝑉 ∗, as the size of 𝑉 ∗ is
relatively proportional to |𝑉 (𝐺) |. For deletion, the effect of |𝑉 (𝐺) |
is less obvious as shown in Figure 5(b). Figure 5 shows that |𝐸 (𝐺) |
also largely affects the performance, e.g., HJ and H. We also test

our algorithms by removing top-100 edges with the highest/lowest

betweenness centrality scores and then inserting them back, while

the overall cost of runtime is not affected by different scores.

5.2 Application on User Engagement Analysis

The status of user engagement is a key indicator of a network. The

existing works use the coreness of a vertex to estimate its engage-

ment level [35]. Here we investigate the engagement of the authors

(users) and their characteristics in the 𝑘-core hierarchy of the coau-

thor graph from DBLP data in 2019 and 2020 [15]. Each author is

a vertex and two authors are connected if they coauthored in a

paper as the first 5 authors (to avoid noise from a paper with many

authors). The engagement of a tree node is the average number of

papers published by the users in the node. We compute the per-

centage of the users in the 𝑘𝑡ℎ layer (𝐿𝑘 ) which is in a node with

higher activity than its parent node, denoted by T-edge for each 𝑘

value. Let 𝑛𝑚 denote the node in 𝐿𝑘 with the largest subtree, i.e.,

𝑇 ′(𝑛𝑚). We compute the percentage of the users in 𝐿𝑘 which is in a

subtree (𝑘-core) smaller than𝑇 ′(𝑛𝑚) and with smaller activity than

𝑛𝑚 , denoted by T-size for each 𝑘 value. Table 3 shows that both

T-edge and T-size are close to 100% for most 𝑘 values. It implies
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Table 4: Finding the densest subgraph by extracting a 𝑘-core

dataset

CoreApp

Opt-D (output 𝑆∗)
Opt-D+ Ins-D Rm-D

density time(s) density time(s)

G 76 0.2 87.59 0.06 <0.01 <0.03

D 113 0.25 113.13 0.07 <0.01 <0.05

HJ 2013.88 15.27 2114.92 6.54 <0.01 <0.58

H 2208 3.64 2208 1.60 <0.06 0.01-0.12

S 150.02 1.6 178.8 0.69 <0.02 <0.34

O 438.64 24.17 455.73 9.56 0.01-0.02 0.03-1.06

W 1142.43 61.9 1200.88 17.25 0.04-0.11 0.03-3.29

R 21.41 47.81 27.43 10.29 0.09-0.29 0.08-5.60

T 2873.15 448.6 3286.51 134.44 0.16-0.24 0.12-8.95

FS 513.85 1249.83 547.04 343.02 1.88-2.27 0.46-20.86

that the engagement evaluation of a vertex can be more accurate by

considering both its coreness and its position in 𝑘-core hierarchy.

5.3 Application on Cohesive Subgraph Mining

Densest Subgraph. Finding the densest subgraph (𝐷𝑆) on static

graphs is a fundamental NP-hard problem in graph analytics [20],

which aims to find the subgraph with the largest average vertex

degree (i.e., density). Recently, a 0.5-approximate solution (Opt-D)

is proposed in [11] by extracting a 𝑘-core in 𝑇 with the largest

density, whose output is denoted as 𝑆∗. The previous state-of-the-
art approximate solution is CoreApp proposed in [20].

A baseline solution is Opt-D+ which first updates 𝑇 by LCPS+,

and then uses Opt-D to compute 𝐷𝑆 . In this experiment, we apply

our algorithms to Opt-D, denoted by Ins-D and Rm-D, to maintain

𝐷𝑆 against edge insertion and removal, respectively. In Ins-D and

Rm-D, we first maintain 𝑇 by our algorithms (i.e., InsOne and

RmOne), and mark each node whose vertex set changed or child

node set changed during the update of 𝑇 . Then, we run Opt-D on

the subtrees of 𝑇 containing the marked nodes, to update 𝐷𝑆 .

Table 4 shows that the solution 𝑆∗ produced by the algorithms

based on Opt-D has a higher density than that from CoreApp. The

outperformance is similar on dynamic graphs. The runtime of Opt-

D+ on dynamic graphs is much faster than the re-computation from

scratch (i.e., CoreApp). As our Ins-D and Rm-D efficiently update

the 𝑘-core hierarchy, the runtime is smaller than Opt-D+ by up to

3 orders of magnitude.

Maximum Clique. Given a graph𝐺 , the maximum clique (MC) prob-

lem is to find the largest subgraph of 𝐺 such that every pair of

vertices in the subgraph are adjacent [5]. Let 𝑀𝐶 (𝑆) denote the
size of the maximum clique on subgraph 𝑆 . As shown in Table 5,

the maximum clique on 𝑆∗ (the result from Ins-D and Rm-D) well

approximates the maximum clique on𝐺 on most datasets, although

the size of 𝑆∗ is less than 1.2% of 𝐺 on all the datasets. This finding

benefits the algorithm design for MC problem on dynamic graphs.

6 RELATED WORK

We review more works besides those in the introduction. Many

cohesive subgraph models are proposed to accommodate differ-

ent scenarios, e.g., clique [10], quasi-clique [45], nucleus [51], 𝑘-

core [3, 11, 26, 36, 52], 𝑘-truss [13, 25, 38, 55, 57], 𝑘-plex [59], and

𝑘-ecc [6, 68]. A graph can be decomposed into a hierarchical struc-

ture by some of the models, e.g., core decomposition [35, 37, 43, 60],

truss decomposition [53, 55, 67], and ecc decomposition [6, 62].

Table 5: Finding the maximum clique by shrinking a 𝑘-core

datasets G D HJ H S O W R T FS

𝑀𝐶 (𝑆∗)
𝑀𝐶 (𝐺) (%) 60 100 100 100 87 57 100 100 98.1 17

|𝑆∗ |
|𝐺 | (%) 0.28 0.04 1.15 0.21 0.03 0.85 <0.01 <0.01 0.01 0.07

Core decomposition is one of the most well-studied models, due

to its effectiveness in various applications including community

discovery [7, 8, 22, 29, 30, 32, 56, 58, 63], influential spreader identi-

fication [17, 27, 34, 40], and network analysis [1, 14, 23, 54]. Core

decomposition is surveyed in [39].

The model of 𝑘-core is often used to find high-quality commu-

nities, where the connectivity is often required for modeling a

community, e.g., (𝑘, 𝑟 )-core [65], diversified coherent 𝑘-core [70],

persistent 𝑘-core [32], temporal 𝑘-core [61], and skyline 𝑘-core [30].

The 𝑘-core hierarchy 𝑇 can be used as an effective index to speed

up the community discovery, e.g., [31]. Recently, a time and space

optimal solution is proposed to find the best 𝑘-core subgraphs in

the 𝑘-core hierarchy [11].

An in-memory algorithm for core decomposition is proposed

in [3], with a time complexity of 𝑂 (𝑚). The 𝑘-core hierarchy can

also be constructed in 𝑂 (𝑚) time [42]. Core decomposition has

been studied under different configurations, including distributed

environment [43], graph stream [50], parallel setting [21], and Map-

Reduce [46]. For graphs that are too large to fit in the memory, an

I/O efficient algorithm for core decomposition is proposed in [60],

and EM-Core [9] is an external algorithm that runs in a top-down

manner. Core decomposition of large graphs on a single PC is

studied using GraphChi, WebGraph, and external model [26]. The

pressing problems in large graph processing are surveyed in [48].

7 CONCLUSION AND FUTUREWORK

Due to the wide applications of core decomposition and the fast

evolving of real-world graphs, in this paper, we study the problem

of maintaining the 𝑘-core hierarchy on dynamic graphs. Through

rigorous theoretical analyses, we propose effective local update tech-

niques. Our algorithms for updating the 𝑘-core hierarchy largely

outperform the baselines for one or a small batch of updated edge(s).

Our approach may be adapted to other decompositions if they hold

the same hierarchical structure. Nevertheless, it may be non-trivial

to design novel techniques if the connectivity issue becomes dif-

ferent to that in 𝑘-core. Besides, the framework of our algorithms

may inspire a sound solution for parallel maintenance of 𝑘-core

hierarchy. The first challenge is to construct the 𝑘-core hierarchy

on static graphs in parallel. Then, when a set of edges are inserted,

(i) the coreness of each vertex can be updated in parallel, e.g., [24],

and (ii) for each 𝑘 value in decreasing order from 𝑘𝑚𝑎𝑥 to 0, each

node in the 𝑘𝑡ℎ layer may be merged by one thread. The case of

edge deletion is similar to the insertion, because the split of each

node may be handled by one thread from the last layer to the root.
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