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ABSTRACT location based applications and services, which not only extend

Mobile commerce and location based services (LBS) are some of Many traditional businesses into new product offerings (e.g., lo-
the fastest growing IT industries in the last five years. Location cation based advertisement, location based entertainment) but also

update of mobile clients is a fundamental capability in mobile com- greate many opp_ortunities fo.r new businesses and innovations: Con-
merce and all types of LBS. Higher update frequency leads to highers"d_er a metropolitan area with hundr_eds of th_ousands Of v¢h|cles.
accuracy, but incurs unacceptably high cost of location manage- I_Drlvers and passengers in these vehicles are |n_terested |n'|nforma-
ment at the location servers. We proposeaRTRACK — a road- tion relevant to their trips. For example, some driver would like her

network based, query-aware location update framework with two vehicle to co_nti_nuously_ display on a map the ”.S t of Starbucks .COf'
unique features. First, we introduce the concept of precincts to con- €€ shops within ;O m;]les ofﬁher cu(;rgnt Io?atlon:l Ano;he:jdr;\{er
trol the granularity of location update resolution for mobile clients may walnt to_monltor t ef;_raﬂlc con |t|((jjnsTr|]ve nr:' ﬁs anea ho Its
that are not of interest to any active location query services. Sec- current location (e.g., traffic flow speed). The challenge is how to

ond, we define query encounter points for mobile objects that are e_ffectively monitor th_e Iocatic_)n upda@es of ".‘.Ob”e USErs and con-
tinuously serve location queries (traffic conditions, parking spaces,

targets of active location query services, and utilize these encounterS buck p h th ble del head d
points to define the adequate location update schedule for each moStarbucks coffee shops) with an acceptable delay, overhead, an

bile. The ROADTRACK framework offers three unique advantages. 2Ccuracy, as the mobile users move on the road.

First, encounter points as a fundamental query awareness mecha- | Nere are wo key performance challenges that may affect the
nism enable s to control and differentiate location update strate- SYSt€M scalability and service quality in future mobile systems sup-

gies for mobile clients in the vicinity of active location queries, porting location-dependent services and applications: (1) the high

while meeting the needs of location query evaluation. Second, we COSt of nétwork bandwidth and energy consumed on the mobile

employ system-defined precincts to manage the desired spatial reSg:llents for frequent location tracking and updates at the location

olution of location updates for different mobile clients and to con- se;vers; andh(zl) the.challenge of sk(]:allng Iﬁrge ?moaqt oflllocatlgn
trol the scope of query awareness to be capitalized by a location updates at the location server as the number of mobile clients de-

update strategy. Third, our road-network based check-free inter- manding to be tracked ingreases in a location determinati.on Sys-
val optimization further enhances the effectiveness of tbairR tem. Furthermor(_a, han_dllng frequent load peak_s at location up-
TRACK query-aware location update scheduling algorithm. This date synchronization points is also a challenge, since the server has

optimization provides significant cost reduction for location update © Simultaneously handle location updates from a large number of
management at both mobile clients and location servers. We eval-mOb_'Ie clients, and re-evaluate all registered spatial location query
uate the RADTRACK location update approach using a real world SErvices. d bl d Existi h

road-network based mobility simulator. Our experimental results LOCE%“OF‘ Up atg Problems an EX|st|ng_Approac es .
demonstrate that thedDTRACK query aware location update ap- Monitoring location updates and evaluation of location queries over

proach outperforms existing representative location update strate-Static and fmovmg objebqlts upon Iocatlgr|1 upd_atez havde becf_o me the
gies in terms of both client energy efficiency and server processing necessity for many mobile systems an _ocatlo_n- asedapp |cat|c_)ns,
load such as fleet management, cargo tracking, child care, and location-

based advertisement and entertainment. Frequent updates cause

high update processing cost at the location server and high power
1. INTRODUCTION consumption at the mobile clients [1]. Several European mobile

We are entering a wireless and mobile Internet era where peo-service providers have started the cost-based location management

ple and vehicles are connected at all times. In the past five yearsfor mobile object tracking. For instance, different pricing models
we have witnessed an astonishing growth of mobile commerce andare applied to high frequency location updates at different time in-

tervals, such as every three minutes, every one minute, every 30
Permission to make digital or hard copies of all or part of this work for seconds, and so forth.
personal or classroom use is granted without fee provided that copies are In contrast to location determination systems where localiza-
not made or'distributed for proflt or commgrcial advantage and that ?ODiES tion techniques are emp|0yed to determine the position of a mo-
bear this notice and the full citation on the first page. To copy otherwise, to bile subscriber within the area serviced by the wireless network,

republish, to post on servers or to redistribute to lists, requires prior specific the location update management addresses the problem of when
permission and/or a fee. Articles from this volume were presented at The p g P

36th International Conference on Very Large Data Bases, September 13-17,2nd where to update the locations of mobile subscribers currently
2010, Singapore. hosted in the system. Representative location update strategies to
Proceedings of the VLDB Endowment, Vol. 3, No. 2 date include periodic update (time based scheme), point-based up-
Copyright 2010 VLDB Endowment 2150-8097/10/0%5.10.00.
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date using dead-reckoning, velocity vector based update, and seg-

mentbased updates [2]. However, existing location update strate- &~
gies are inefficient because i) they are common to all mobile users, ~ 8\ .
and ii) they assume that location updates of mobile clients are au- oo
tonomous and all mobile users should manage their location up- /ob,‘ec‘.em

dates using a uniform strategy. To the best of our knowledge, no %

base
station

customization or differentiation is incorporated to the design of lo-
cation update management strategies.

We argue that, as mobile and hand-held devices become mor
pervasive, more capable, and both GPS and WiFi enabled [3, 4],
as the operation cost of location update management continues to ) ] ]
grow, these assumptions are no longer realistic. For instance, most Figure 1: Overview of the system architecture
of the mobile systems and applications today need to manage a
large and evolving number of mobile objects. Often, only a subset
of mobile objects is of interest to registered location query services.

Thus, tracking location updates of all mobile clients uniformly is

no longer a cost effective solution. It is obvious that the location 2. SYSTEM OVERVIEW

update strategy for those clients that are of no interest to any nearby A |ocation update and monitoring system typically consists of
and active location query services should be different from and less a |ocation database server, some base-stations, application servers,
costly compared to the location update strategy designed for mobileand a large number of mobile objects (mobile clients) and static
objects that are the targets of active location query services in thegbjects (such as gas stations, restaurants, and so on). The location
system. database server (location server for short) manages the locations

Motivated by these observations, in this paper we preseAtkR of the moving objects. The application servers register location
TRACK — aroad-network based, query-aware location update framequeries of interest, and synchronize with the location server to con-
work by introducing precincts and encounter points as two basic tinuously evaluate the queries against location updates.
technigues to confine location updates to the need of existing lo-  Figure 1 gives an architectural overview of the reference location
cation query services. These two basic building blocks enable us monitoring system used in the context cbRDTRACK develop-
to effectively differentiate and manage location updates for mobile ment. We assume that mobile clients and the location server have
objects traveling on road networks. We utilize precincts to manage a local copy of the same road network database that constrains the
the spatial resolution of location updates for mobile clients that are movement of the clients; clients may store this on an SD card. For
not immediate targets of any existing location query services. We the clients with limited storage, a tile based partitioning of the road
introduce encounter points to implement the query-aware location network map can be used [6]. We assume that the mobile clients
update strategy for mobile clients nearby active location queries. are able to communicate with the server through wireless data chan-
By combining precincts and encounter points, we can balance thenel, and they have computing capabilities to run our light-weighted
benefit and cost of query awareness and speed up the computatioroad network locator, which uses a static R-tree index on road seg-
of encounter points. The GADTRACK location update manage-  ments to find their own road network locations based on their GPS
ment offers three unique advantages. First, encounter points aspositions through map matching. Mobile clients may also obtain
a fundamental query awareness mechanism enable us to controtheir positions from the location determination system they sub-
and differentiate location update strategies for mobile clients in the scribe to, such as Google’s locator service available on iPhone and
vicinity of active location queries from the rest. Second, by em- other hand-held devices.
ploying system-defined precincts, we can effectively manage the
desired spatial resolution of location updates for mobile clients with
different needs for query awareness. Third but not the least, we im-
prove the efficiency of BADTRACK location update approachby 2.1 Road network model
employing a suite of road-network based check-free interval opti- The road network is represented by a single undirected graph
mization techniques. We evaluate theADTRACK approach to : )
location update management based on a real world road-network i (V,.g), composed of the junction nods= {no, ;.- N}
mobility simulator [5]. Our experimental results show that by mak- and undirected edge$ = {nin;|ni,n; € V}. In this paper we
ing location update rﬁanagememery aware, ROADTRACK ap- frequently refer to an edge;n; as a road segment connecting the

- o . . two end nodes; andn;. The listing order of the two end nodes of
proach significantly outperforms existing representative location a segment,n, serves as the basis to determine the direction of the
update strategies in terms of both client energy efficiency and server v .
processing load. progress coordinate axis from node; to noden; along the seg-

The rest of the paper is organized as follows: We outline the mentn;n;. In other words, the segmentn, runs fromp = 0 at
reference system model and discuss the design philosophy throughhe first listed node () to p = length(nin;) at the second listed

node (). Though in this paper we model the road network using
an analysis of existing representative location update strategies 'nundlrected graphs for simplicity, our methods can be extended to

Section 2. In Section 3, we introduce the concept, the computation, directed graphs. Junction nodes have either two or more connect-

7 g o ounter s a1 e e 1 700l roa g, e e ndes it iy an comnecing
P 9y, 9 road segment. Aoad network location, denoted by = (n;n;, p),

at both the server and the client side. We present the encounter. s a tuple of two elements: a road network segment, and the

points based check-free interval optimization in Section 4. Sec- progress p along the segment. The road network distance is used

23? Igo'fsggic?;r Sé?egvrc:g%g?xaﬂoga?g ;he r%f;i%w\/evgesgn?f as the distance metric in our system. The distance between two lo-
query P pp : cationsL1 = (niyni,,p1) andLa = (ni,ni,, ,, p2) is the length

clude the paper with related work and a summary of contributions. of the shortest path between the two positiénsand Ls, formally

road network

road network road network road network
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defined as follows: mobile users aware of queries in their vicinity, one can avoid mak-
ing those superfluous updates. Second, we need to maintain certain

dist(L1, L2) =length(ni,ni, ) — p1 + p2 freshness of location updates for those mobile clients that are not
k—1 in the vicinity of any location queries to maintain adequate location
+  min_ Z length(ni,ni,,,)- tracking capability of the system. The second criterion ensures that
{ivsiz,in} £ all mobile clients need to update their current location at the loca-
tion server from time to time in order to keep their location record
2.2 Design Guidelines update to date at the location server, though different mobile clients

may use different scale of location resolution.

Bearing these two design guidelines in mind, we develguesay-
aware, precinct based update strategy. Concretely, we introduce
the concept of encounter point and the concept of precinct as two
building blocks. By keeping track of the encounter points for each
mobile client moving on the road network, we are able to use the
query awareness to differentiate the location update strategy used

A number of positioning systems are made publicly available for
tracking the location update of mobile objects moving on the road
network, such as Google’s Latitude and Skyhook wireless WiFi po-
sitioning system [3]. Frequent location updates enable the location
server to keep track of mobile clients’ current locations and ensure
the accuracy of the location query results. The algorithm that mo-

bile clients employ to determine when and where to update their L : L . .

locations is often referred to as the location update strategy. We for m_oblle clients that are in the vicinity of_actl\_/e queries from the
below describe the motivation, the advantages, and the challengeslocatlon update strategy _used for the mobile _cllents that are not tar-
of our query-aware location update framework by analyzing and gets of any Iocat_lon queries. Th_e use of precincts constrains the set
comparing a number of representative location update strategies. of encounter points that a mobile client needs to ke_ep tr_ack of to
Periodic update strategy. A periodic update strategy is the sim- be small, and.sets an upper bound on when the mobile clients hf'ave
plest time-based location update strategy, in which the location to update their locations regardless of whether there are location
server maintains the location update for each mobile client at a fixed ?nuoebrilli Sigi?égg' t;r?hfgrég?éé?d%?ﬁtéh; (i:tzséL?rfr::te cl:ér;gi;n\é\;hgrtr;enrea
time interval. This update strategy implies that mobile clients are - - P pre

treated as stationary between updates of its encounter points, we develop a road network distance based
Point-based update strategy. This app'roach uses the distance- check-free interval optimization, providing significant reduction in
based scheme and the server only record an update when the mobil(t:‘erms of the number of wakeups at the mobile client and the server

. S Update load.
client travels more than a delta threshold away in distance from the The ROADTRACK query aware location undate strateav is appli-
location of last update. The number of location updates per unit query P gy'Is app

time will depend upon the speed of the mobile user. cable to all moving objects in a road network setting, be it vehi-

Vectrbesed update Sistegy. A veco b e sy % 0 Pedsstans Th feseach  base on e assurpton
uses the velocity vector of the mobile client to make a simple pre- g 0b) 9 P !

diction about its location. An update is only sent when the current o;;/r\]/zlk Esafgi Sgghtk?;sg];jvoa?li b:ltlggng:no[;gr;\geéz:gy dc;a;nprgs k\:\; algur
location of the mobile client deviates from its predicted location by p ' 9 P grapns,

an amount that is larger than a system-defined delta distance threshgpproach can be applied directly.

Id. This str I he velocity v r of the clien nstan
D titonn iy (reats the velocity vector of the clientas constant 3 - pRECINCT BASED UPDATE STRATEGY
Segment based update strategyh segment based update strategy In this section we describe the basic design of our precinct and
utilizes the underlying road network to limit the number of updates. encounter point based location update method, and defer the check-
Mobile clients are assumed to move at a constant speed on their curfree interval based optimization to the next section.
rent road segment. An update is sent when the distance between th% . .
current and the predicted location is larger than a system-defined .1 Precinct and Encounter Point
delta threshold. We assume that mobile clients change their veloc-Precinct.
ities at the end of each segment, i.e., the mobile client is assumedPrecinct is introduced in ®ADTRACK for dual purposes. First,
to have stopped at the segment end node and can change its moveevery mobile object is associated with a precinct in which it cur-
ment speed and direction and move forward accordingly. Thus anrently resides. We use precinct as the spatial upper bound to en-
update will be sent when the mobile client departs from a segment force location updates of all mobiles when they cross their current
end node by delta distance. We refer the reader to [2] for more on precinct boundary and enter a new neighbor precinct. Second, we
these strategies. employ precinct to limit the scope of query awareness and balance
Motivation of Our Approach. the tradeoff between the level of location accuracy maintained at
We have discussed four representative location update strategieshe server and the reduction of location update cost at the server.
and each of them has some weakness in terms of both client energyFor example, queries about the restaurants in Miami are far away
efficiency and network bandwidth or server load optimization. Fur- from the current location of a mobile client traveling in Atlanta
thermore they all suffer from the common inefficieneythe lo- downtown. Thus, the mobile clients in Atlanta downtown should
cation update decision of mobile clients is independent of whether not be made aware of queries about restaurants in Miami. By in-
there are any location query requests nearby. Itis obvious that whentroducing system-definegtecincts, we can conveniently limit the
mobile clients travel in a region where there are no location queries, scope of query awareness for mobile clients residing within their
one can benefit by using a location update strategy that enable theprecincts. This also ensures that the number of encounter points
location server to record their location updates at some critical lo- maintained at a mobile client is small.
cation points, leading to significant saving in terms of clientenergy A precinctP = {Vp,Ep} is a subgraph of the road network
and bandwidth consumption as well as server load reduction. In G = (V,&) whereVp C V andép C €. Nodes inVp are either
ROADTRACK two criteria are used to determine what should be internal or border nodes. Each internal node is reachable from
considered as critical location update points. First, we need to in- all other nodes of a precinct on a path composed of only internal
crease the location query awareness of mobile clients. By making nodes. All edges i€ that are connected to an internal node in
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Figure 2: Four major cases for determining encounter points
on the segment with end-nodes; and n;. The shaded coverage
area represents the query region of quen (R, F') computed R
road network distance away from focal locationF'.

Vp are also in€p. The partitioning of the road network graph is
created during the system initialization, and is stored together with
the road network data maintained at both the server and the mobile
clients. We present the precinct construction algorithms in the next
section.

Encounter Points.

We first informally introduce the concept of encounter point. Let
P = {Vp,Ep} denote a precinct an@ (R, F') denote an active
location query, where? is the query radius in road network dis-
tance andF is the focal location of) represented using the road
network location defined in Section 2. The qué&pyis said to be
relevant to the precincP if a segment;n; € Ep is entirely in-
cluded in the query regio® as shown in Figure 2(a) or partially
covered by the query regioR. Assume that the shaded area in
Figure 2 represents the query region computed in terms of road net-
work distance from the focal location of the query, e.g., the query
range of 2 miles from the focal locatiofi. If a segment crosses
the query boundary, i.e., one end-node is inside the query region
and the other end-node is outsiffe then we say that the segment
is partially covered by the query. We call the road network location
where a partially covered segment crosses the query boundary al
encounter point. Figure 2(b) shows an example encounter paint

It is important to note that even if both end-nodes are inside the
query region, the segment may only be partially covered, if there
exists a network locatio, on the segment whose distanceftas
greater than the query range specified, &d.|dist(F, L) > R.

In this case there are two encounter points for the query on a sin-
gle segment (see Figure 2(c)). When the query range is small, it
is possible that the query only covers a portion of the segment on
which the query focal locatiod’ resides, thus there are two en-

counter points on a single segment but with both end-nodes outside

the query region (Figure 2(d)).

Formally, given a set of location querié®) over the road net-
work G = (V, &), one can determine the set of encounter points
Er = {FEi,...,E,}, each of which (E) is associated with a
range quen®;(R;, F;) with focal locationF; and rangeR;, and

n

is represented as a road network location that is exdgtlylis-

tance fromF;. In other words, the set of encounter poifitsat-

isfies thatVE; € Er,3Q:(R;, F;) such thatdist(F;, E;) = R;
andfL|dist(F;,L) = RA L ¢ Ep, i.e., every encounter point

is a road network location that is exactly range distance from

F;. The encounter points are defined on the road network. When
a mobile client meets or crosses an encounter point, it indicates
that the client exits or enters the scope in which the query result is
computed. Therefore, we use the encounter points as the critical
location reference points for those mobile clients to update their lo-
cations at the server whenever they encounter these critical points
on the move.

Comparison with existing update strategies.

In Figure 3(a) we show five mobile clients traveling on a portion of

a road network, each following a distinct update strategy. The two
precincts (west and east) have the common border pdistB.,

By, B1o, and connect to the rest of the road network at all the other
border points (all border points shown as black squarks).(up-

per left) is doing segment-based updates, triggering updates each
time the client departs a segment end-nodedlya distance. The

grey circles show the delta-radius circles around the mobile’s loca-
tion when the updates occuf/, (upper right) has a point-based
update strategy, and thus sends an update whenever its current lo-
cation is at leastlelta distance from its last reported locatiohls

(lower left) is a periodic update mobile client, updating eviesgc-

onds. The mobile initially travels fast, continuing at a slow pace; as

a result, updates may be spatially too sparse initially, and too dense
when speeds are low. We show the locations at the time of updates
as stars, since — unlike fdvl;, M> and M, — there is no distance
threshold for periodic updatedZ, (lower right) has a vector-based
update strategy, and consequently segment geometry along the tra-
jectory is the primary determinant of update scheduling. However,
all these mobiles’ updates are wasted, as there are no outstanding
queries on this portion of the road network. The fifth mobile client,
Ms, following a RoadTrack update strategy, sends no updates, as
there are no queries present, and its trajectory does not cross any
precinct boundary points.

In Figure 3(b) a range query with focal locatidn (sun sym-
bol) is installed, with the associated encounter pofis. . . F15
(black rhombus symbol). Note that dead-ends arempbints in-
side a query coverage area (and Bgpoints inside a precinct). We
now ask all mobiles to follow a RoadTrack strategy; and M3
cross and update on precinct boundary points only, 3, Bs;
and B2, Bi1). M enters, then exits the query region, and thus
also updates on encounter points; (B3, E14, Bs). My crosses
boundary poinfBy, but remains in the same precinct, and thus only
updates omB7, Bs. Note thatBy is a real boundary point, as not
all connected segments are in the same precinct, and thus a precinct
crossing is possible; whether this occurs or not is not known in
advance, so it is imperative favl, to considerBy as a potential
update trigger. FinallyMs sends no updates, as it does not cross
any B or E points. Note that being on the inside or outside of
a query region makes little difference to mobile clients: after the
initial query evaluation (during query insertion), neither client ac-
tivity completely outside, nor completely inside the query coverage
area changes the query result. Furthermore, as precincts are used
to scope query awareness, mobiles in the west precinct {dsg.
need not even consider the query’s encounter points (which are all
in the east precinct).

In Figure 3(c) an additional range query is added, in the west
precinct. M; now also updates on this new query region’s en-
counter points (&1, E»22), but after entering the east precinct via
Bs itno longer needs to consider any points inside the east precinct.
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(a) Updates without query-awareness (b) Single query (k) (c) Two queries (I, F)

Figure 3: Example scenario with encounter points (E) and precinct border points (B) as update trigger points

3.2 Construction of Precincts An alternative approach to constructing precincts is to use the

Clearly the entire road network is a legitimate precinct. Simi- Segment count (or hop count) metric, i.e. we dse(n.,nx) =
larly, the other extreme is the single-segment precinct, where eachdist(nc, n;)+1. Figure 4 shows a partitioning of an example graph
segment of the road network is considered as one precinct. We canWith both methods. The randomly selected precinct center nodes
use road network distance or hop count to define the size of the &re marked byui, 72, n in both cases and are selected in the or-
preferred precincts. Assume that we use a system defined networkder of node index. Border nodes are shown with a solid square.
distance threshold to partition the road network into precincts. The Single-segment precincts are highlighted with a grey background.
algorithm for constructing precincts is similar to a network expan- Both hop-count based partitioning (left in Figure 4) and the dis-
sion algorithm. A precinct is constructed by starting at the chosen tance based partitioning (right in Figure 4) shows five precincts:
segment and expanding along the neighboring segments and comthree precincts centered by, 12, n3 respectively and two single-
puting the network distance. This process repeats until the network Ségment precincts. )
distance threshold is reached. The construction process is repeated AS We mentioned, nodes are selected to serve as precinct centers
on the remaining segments until all segments in the road network according to a pre-specified ordering. The ordering method has no
are grouped into precinct-based partitions. A distance-metric basedP@aring on the correctness or utility of the precincts, but may have
partitioning usestist(n.,nx) = dist(ne,n;) + length(n;ny) implications for both the number of client wakeups and the number
for distance expansion. The algorithm for constructing the precinct Of updates received by the server. As a result, we can use a random
partition of a given road network proceeds in three steps. (1) The Seeding of precincts as our baseline scenario. Instead of such a
partition algorithm starts by marking all segments and all junctions NaVve approach, a node ordering heuristic may be applied, whereby
as 'uncovered’. (2) A precinct center node is selected at from  the algorithm prioritizes nodes that lie on many fast roads, as such
an ordered queue of uncovered nodes (we elaborate on this ordernodes are likely to be important traffic junctions. This means that
ing below). A queue is maintained during the precinct construction We score nodes by the sum of speed limits of their connecting seg-
process, which contains a list of candidate nodes in ascending ordefments, and always choose an uncovered node with the highest score
of their distance from... A node in the road network is a candidate @S the next precinct center. In formulating this heuristic, our expec-

node for the precinct centeredsat if its distance ton. is within tation is that if mobile clients take the shortest path to their desti-
the system supplied distance threshold. The queue initially con- Nations, high-speed roads and junctions will see more traffic than
tains onlyn... At each expansion step, the entry;, dist(n.,n;)) low-speed ones. Then, as we place junctions with high potential

at the head of the queue is removegjs marked as 'internal’,and ~ throughputin precinct centers, high-traffic portions of the road net-

all uncovered segments connecteajcare added to the list of seg- ~ Work are covered with relatively fewer precincts, and thus have the
ments covered by the precinct. For segmepty, ny is added to prospect of saving some border-point triggered updates and allow-
the list of nodes covered by the precinct, and this node’s distanceng longer check-free intervals between client wakeups.

is calculated bylist(n., ni) = dist(ne,n;) + length(n;ny). If Letdeg denote the average degree of a r_wode. W+_ﬁ|np based

ni is marked as 'border’ (for some other precinct), then it is added Partitioning, the average number of nodes in a precinct may be es-
to the list of nodes covered by the current precinct with a 'border’ timated as:

flag; otherwisepn, is marked as 'internal’ an@hy, dist(nc, ni)) h—1
is added to the queue, unlesgra, dist(n.,n;)") is already in [Vplavg =1+ deg - Z(deg -1
the queue withlist(n., ng) > dist(n.,nr)’. When the distance =0

of the queue head node is larger than the specified precinct range, , . .
the precinct construction is concluded by marking all remaining @nd the average total length of the segments in a single precinct is

nodes in the queue as 'border’, and adding them to the list of nodes calculated by

covered by the current precinct with the 'border’ flag. (3) The al- h ht1
gorithm continues with the creation of the next precinct until there Lenp =~ Zl -deg' = Udeg — deg™”)
are no uncovered nodes. When no uncovered nodes remain, there =1 1—deg

may still be uncovered segments, whose both end-nodes are border- _ o _ .,
points for other precincts. Single-segment precincts are constructedWith d-distance based partitioning, we can substitute ¢ abore,

for each of these remaining uncovered segments. wherel is t_he_ average length of a_road network segment.
[Vp|avg is independent of the size of the complete road network.
For each precinct, distances between all nodes are pre-computed
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Precinct Table, PT = (pid, {sid}, {(nid, isBorder)}, D) stores

1 1 1 1

1 1 1 1

(L S — - information about a precinct with the identifigid, along with the

1 1 1 1 1 list of road network segments covered ({}}dthe list of nodes
— ;___:__ ! covered along with a flag showing whether the node is 'border’
ny | Ny or 'internal’ ({(nid, isBorder)}), and the pre-computed node-to-
§ - é ! node distance table (D

=}
o

=}
w

Query Table, QT = (qid, oid, range, F', {(sid, E, dir)}, {result})

stores queries in the system with thel query identifier, theoid

Figure 4: Graph partitioning with h=2 hop-based (left) and identifier of the client the query is attached to, thege specifying
r=2 km distance-based (right) algorithm the road network distance based range of the queryagiing

the focal location of the query. THésid, E, dir)} list contains tu-
ples of segment identifiers of segments at least partially covered by
: the query, encounter point locations for segments not fully covered
: (or null for a completely covered segment), and a flag indicating
) which part of the segment is inside the query region (source-side
’ or target-side). Theresult} list stores client identifiers for the
clients that satisfy the query.
Client Table, CT = (oid, L, M) stores information about mobile
clientsin the system. The table is indexed on the client identifier
Figure 5: O(1) computation of distances between two arbitrary attributeoid. L is the most recently updated road network loca-
road network locations L; and L. tion of the client, stored as @id, p) tuple, comprising of theid
segment identifier and thgeprogress. Thé/ provides the client's

mobility features required by the system, such as movement speed,
using the Floyd-Warshall algorithm and stored &3 distance ma- trajectgry, and so foqrth. y y P

trix for this precinct. The complexity of this step for all precincts is Client side data structures

|v,‘3ﬂ,,,g “O([Vrlavg) = O(IVI-[Vpliug) = O([V]). Thus, given a NT, ST, and PT are also present on the client side as part of
road networlG = (V, £) and its precinct partitiol® = {Vp,Ep}, their map database.
the total storage space for tiiedistance matrices req”i%' Current Encounter points Table, CET = (sid, E, dir) contains

the encounter points found for all queries in the client’s current
precinct. Each mobile client only stores the encounter points for
the precinct that includes the segment on which it is located. The
CET is delivered to the client by the server when a client informs
the server that she enters a new precinct. Also the CET at a client
is incrementally updated by the server to reflect query insertions or
deletions.

O([Vr|2uy) = O(V| - [Vplavg) = O(|V|) storage space. The
distance between an arbitrary locatibn= (n;n;,p) and noden
can be computed using the node-to-node distances framthe
two end-nodes (pandn;) of the segmenii;n; that L lies on:
dist(L,n) = min(dist(n;,n)+p, dist(n;,n)+({ength(n;n;)—
p)). The distance between any two locatidhs= (n;n;, p1) and

Ly = (ngny, p2) can be computed as the minimum of the lengths

of four potential routes as follows (see Figure 5): 3.4 Comp t'ng ith Encounter Points
. utl WI u |

dist(Li, L») = Encounter points need to be computed whenever a new query
=min(route;, route, route;i, route;) is inserted into the system, or an existing query is terminated and
=min(dist(ni,nk) + p1 + p2, removed from the system.
. ) _ Computing encounter pointsfor query insertion
dZ_St(n“ m) + p1+ (ength(niny) = pe), A mobile user can issue a new location quérpy sending a mes-
dist(n;, ni) + (length(nin;) — pr) + p2, sage to the server in the form @fid, F, range). If the location
dist(nj,ni) + (length(nin;) — p1) of the mobile client with identifieoid in the CT table is older than
— (length(ngni) — p2) ). F, its location information is updated with and the new query is
inserted intaQT with a new unique query identifigjid.
The algorithm to calculate the encounter points and the set of
3.3 Data structures segments covered by the query maintains a queue of
In this section we give a brief overview of the data structures (nid, dist(F,nid)) tuples, storing node distances frafmin as-
used at the server-side and the client-side to facilitate the under-cending order; and a hash-table (initially empty) for segments, where
standing of our precinct based location update framework. segment identifiers inserted into the hash-table indicate covered
Server side data structures. segments. The algorithm starts by investigating the distances of
Node Table, NT = (nid, {sid}) storesroad network nodes with the two end-nodes of the segment:; on which F' is located, to
the sid segment identifiers for the segments that connect to the detect any encounter points lying on this segment (Figure 2(d)). If
node. A hash table index on théd node identifiers allows con-  p > range, thenn, is outside the query range, and an encounter

stant speed lookup. pointis atE = (n;n;,p — range); otherwisen; is inserted in
Segment Table, ST = (sid, nid:, nids, pid, {oid}, {qid}) stores the queue. liength(n;n;) — p > range, thenn; is outside the
road network segments with the two end-nodes (raddnids). query range, and an encounter point idZat (n;n;, p + range);

A hash table on theid segment identifiers allows constant speed otherwisen; is inserted in the queue.
lookup. We store the identifier of the precinct covering the segment  Tuples are removed from the queue head, and all uncovered seg-

(pid), the client identifiers for clients on the segmeftid}), and ments reachable from the current nodg are investigated: the
the list of query identifiers for queries (fully or partially) covering  segment (of the forrm;n; or n;n;) is marked as covered by in-
the segment ({qi}). serting itssid in the hash-table, and the distance of the segment’s
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other end-node:; is computedasdist(F,n;) = dist(F,n:) +
length(nin;). If dist(F,n;) > range, then the segment crosses
the query boundary, and an encounter point is locatel at
(ninj, length(nin;) — (dist(F,n;) — range)) for n;,n; (Fig-
ure 2(b)), or atF = (n;n,, dist(F,n;) — range) for njn;. Oth-
erwise, the segment is entirely covered by the query region, and
the tuple(n;, dist(F, n;)) is inserted into the queue, unless an-
other(n;, dist(F,n;)") is already in the queue witlist(F, n;) >
dist(F,n;)'. The algorithm terminates when the queue is empty,
with the list of encounter points, and the list of (completely or par-
tially) covered segment§, stored in the hash-table. Note that the
case of two encounter points on a single segment (Figure 2(d)) is
handled correctly by adding; when the current node is;, and
addingE-> when the current node is;.

The segments iéi, are retrieved from the segment talSl&', and
the query identifiegid is appended to the list of queries covering
the segment.
Using encounter pointsto answer a query
The set of completely or partially covered segmesly @nd en-

Figure 6: Two overlapping range queries with focal locations
Fy and F3, and radiusesd;=1.75 km and d>=1 km (left), and
precinct P; with queries displayed (right).

P,: precinct #1

counter points of a query are computed using a network expansion E,;  B: precinct boundary points
algorithm when the server is notified of the query insertion. The M, E: encounter points

initial result of the query is calculated by retrieving all segments B, M: moving clients

of & from ST, then retrieving alloid clients that are listed on

these segments. For segments with no encounter points, all mobileFigure 7: Check-free paths for mobilesM,, ..., Ms, that are

clients oid on the segment are added to the result set; otherwise inside precinct P;, when queries present are those shown on
mobile client locations are retrieved fro@fl" to determine if they Figure 6.

lie inside the query region. For a client that lies on a segment with

a single encounter poing'’s location must enclose the client’s lo-

cation, determined by the condition 4. OPTIMIZATIONWITHENCOUNTERDE-
PENDENT CHECK-FREE INTERVAL
enclosing((E, dir), L) := When a mobile client first becomes a registered user, it submits
(dir = source A Loig < E.p)V an orientation request to the server, including her current location.

Mobile users registered with the system can be either active or dis-
connected. A mobile client is required to send a location update
message to the server in three cases: (i) When a mobile user is
to be added to the result set. For a client that lies on a segmentbecoming active from a disconnected state, she sends the location
with two encounter points, we distinguish two cases: if the query database server a location update message of Byp€he server
coverage extends to an area around the end-nodes (Figure 2(c)responds to & message by sending the list of encounter points
Ei.p < Ea.p Adiry = target A diro = source), then one of (E) in the user’s precinct. (i) When a mobile user is crossing a
enclosing((E1, dir1), Loiq) Or enclosing((E2, dira), Loia) must precinct boundary (Y(oid, L)), she sends the server a location
be true; if the query coverage area is the middle of the segment, update message of tyge. The server responds to tti&message

(dir = target A\ Loia > E.p),

with the end-nodes uncovered (Figure 2@);p > E2.pAdir, = by sending the list of all current encounter poirif3 found inside
source A dire = target), then bothenclosing((F1, dir1), Loid) the new precinct. (iii) When a mobile user is crossing an encounter
andenclosing((E2, dir2), Loia) must be true. point (Uz(oid, L, E)), the client sends to the server a location up-

Throughout the iteration over the segment§gfa list of precincts  date message of typB. When the server receives an E-message,
that overlaps with the query range is built. The query will be in- it updates the result set of the query attached toEhencounter
stalled on the clients residing within all these covered precincts. point, either inserting (when entering a query region) or removing
However, clients in different precincts will be aware of a differ- (when exiting a query regionyid, and notifying the issuer of the
ent — precinct-specific — set of encounter points associated with query corresponding to the encounter point of the change in the
this query. Also some covered precincts might be exempt from result set of the query.
the need of being query-aware, such as those that do not contain A naive approach to implementing the precinct-based location
any encounter points. Each precinct is retrieved fiBffi, and its update scheduling is periodic checking of whether a mobile client
segments are retrieved fro81I". In the first iteration over seg-  has crossed a boundary point or encounter point and thus needs
ments in the precinct, a list of encounter points found in the current to send a location update to the server. Such decision is typically
precinct are built (E'?). If E?* is not empty, then in the second  made based on the motion behavior of the client, the nearby queries
iteration clients on each segment in the current precinct are sentand the corresponding encounter points, and the precinct boundary
a query-installation message containiﬁﬁd. Clients residing in points. An obvious drawback of the periodic checking method is
precincts that cover the boundaries of the query will be aware of the unnecessary energy and resource consumption at each mobile
the query. Clients in precincts further away will be unaware of the client, especially when the mobile client is far away from any of
new query; and if the query range covers a sufficiently large area, the boundary points or encounter points for a given time period.
some precincts entirely covered by the query (near the central areaWe optimize the periodic checking method by introducing the road
of the query area) will contain no encounter points, so clients in network based check-free interval mechanisms, which allows us to
these precincts will also be unaware. significantly enhance the performance of our precinct-based update
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scheduling algorithm.

Check-Free Road Network Locations

For each mobile user, we can compute a road network based check
free zone, based on its road network locatiby its movement
speed, its trajectory if available, and all the encounter poii}s (

If no precinct change has occurred, then we perform the en-
counter point crossing detection. Given the last and current loca-
tions, there may be multiple paths between the two locations and
each path may have a different set of E points. Given that the result
of a query is independent of which concrete path the mobile has

and boundary points (B) of its current precinct. By check-free, actually taken to move from the last location to the current loca-
we mean that as long as the mobile client travels within this por- tion, any path between the last and the current location is suitable.
tion of the network, no location update is necessary. One way to We choose the shortest path to collect the E points located on this
compute the check-free locations of a mobile client is to start from path. For any seE, of encounter points associated with a query,
its current network location and perform the following three tasks. crossing an even number of E points will leave the query result un-
First, find the dominating encounter points and boundary points. changed, since the mobile remains inside (or remains outside) the
Second, compute all the paths from the client’s current location to query range bounded by the two E points both before and after his
every dominating encounter point or boundary point. We call these movement. However, if there are an odd number of E points on this
paths dominating check-free paths. Third, compute the region cov- shortest path, this means that the overall movement of the mobile
ered by the dominating check-free paths obtained in the previouschanges the query result. For all queries that have an associated
step. Intuitively the dominating encounter or boundary points are E point on the shortest path, we determine the number of E points
those that are closer to the current network location of the mobile owned by that query. If any of these numbers is odd, then a query

client. Given two encounter point8; and E., if the distance of

FE; to L. is smaller than the distance 8% to L. and the path from

L. to E; is covered by the path frorh. to E5, then we say; is
dominatingFE> with respect tal..

Check-Free Interval

In order to detect when a mobile user on the move crosses an en
counter point or a precinct boundary point, we need to determine
when to perform the crossing check. To address the inefficiency of
periodic checking for the mobile clients that are far away from any
encounter point or boundary point, we introduce the check method
based on &heck-free interval computed for each mobile client. A
check-free interval is the longest time that a client can sleep with-
out comparing its location against any dominating boundary or en-
counter points, while being assured that any such update triggering
points are not missed. The check-free interval can be computed a
the shortest of the maximum-speed weighted distances (i.e., short
est travel time) to allB and E points within the current precinct.
The maximum speed is a road segment specific constdfit, jv
stored with the road network data. The pre-calculated node-to-node
distance tableD is used for the fast calculation of tluheck-free

path lengths (Figure 5). For a given road network locatian the
check-free interval.; is computed as follows:

, BET)

et LEBUE

Consider the case of two overlapping queries on the road net-
work with F; and F; as the focal location respectively as shown in
Figure 6. For the purposes of the check-free interval computation,
it is actually irrelevant to consider which parts of the segment are
inside or outside one, two, or more query regions; only the loca-
tions of £ and B points are important. The check-free paths for
five mobiles (M, M2, M3, My, Ms) in this example are shown as
darker line fragments in Figure 7.
Detection of crossing encounter or boundary points
We compute a check-free interval for every mobile client in the
context of its current precinct using all the encounter points and
boundary points. The mobile client does not need to perform any

S

result has changed, and g update is issued.

5. EXPERIMENTAL EVALUATION

In this section we present the experimental evaluation of our
query-aware location update approach through four sets of exper-

iments. We first compare ourdADTRACK location update ap-
proach with the four representative update strategies discussed in
Section 2 in terms of number of updates per unit time at both server
and client under two types of road networks: urban and rural. We
show that the query-aware location update strategy significantly
outperforms existing update strategies in terms of both client com-
putation cost (#wakeups) and server updates for both urban and
rural road networks. The second set of experiments measures the
scalability of FOADTRACK by varying the number of mobile ob-
jects in the system. The third set of experiments examines the effect

of different mobility models of mobile clients, different query char-
acteristics, and the precinct size on the effectiveness of our query
aware location update approach. Our experiments show that the
guery-aware update strategy offers consistent performance in terms
of both server update load and client wakeup load under different
road network mobility models, different precinct sizes , different
query loads, different query radius, and different query distribution
models (uniform and hotspot). The last set of experiments exam-
ines the cost of precinct construction in terms of computation time,
average number of nodes, number of precincts, size of precinct.

5.1 Experiment setup

We use real road networks obtained from the US Census Bu-
reau’s TIGER/Line collection [7] in our experiments (Table 1). Max-
imum speeds are specified for each of four road classes at 30 mph
for residential, 55 mph for highway, 70 mph for freeway, and 30 mph
for freeway interchange (i.e. 48, 89, 113 and 48 km/h).

We created an event-based simulator for the evaluation of our
framework. Instead of applying a timestepping approach, a cen-
tral ordered event queue is used to schedule four types of events:
change in the mobility pattern of an object (velocity vector change),
query insertion, query deletion, and client wakeup. The single-

crossing check with respect to the encounter points and boundarythreaded simulation consists of removing the events from the queue
points until its check-free interval is over. The mobile client may head, taking the assigned event action (eg. run client code on client
enter sleep mode if it does not have other active services. Uponwakeup, which might issue an update, which in turn causes the ex-
the expiration of its check-free interval, the mobile client needs to ecution of server code), and inserting new events into the queue
determine whether it has crossed d@npr B points. If the precinct (such as the next requested wakeup with a future timestamp). The
(pid) of the segment at the last location is different than the precinct queue is initiated with the mobility pattern change and query in-
of the current location, then the client has crossed at leastione sertion/deletion events, generated bynability model and query
point, and thus alp update is issued to the server, which in turn model, for the entire requested duration of the simulation. We con-
sends the encounter point §&bf the new precinct to this client. sider two mobility models in this paper: random waypoint move-
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Table 1: Road networks used in experiments
Style [ County location H Total length Segments Junctions Avg. segment length  Junction degree
urban | Miami-Dade, FL| 15650 km (315h) 109416 79101 143.0 m (10.4 sec) mean: 3.4, max: 8
rural | Coconino, AZ 36212 km (733 h) 81918 67911 442.1 m (32.2 sec) mean: 2.4, max: 6

gx 10" - egy. For the first four query unaware approaches, the wakeup fre-
= = e e quency and the reevaluation frequency at the server is set at 15 sec-
6 % [ vector-based onds, and the deviation threshold is set to 25 m. For the query-
c §5 % ;‘fgg‘;ﬂ{?’;ﬁd aware RoadTrack approach, we set a maximum wakeup frequency
£ 84 of once every 15 seconds (4/min), in order to allow performance
§4 <, of all methods at similar operating points with regards to accuracy.
5 ;2 The comparison on the rural Coconino County map, with parti-
2 S tion radii of 4 times the mean segment length (ires 1768 m)
£l shows that the encounter based method results in a significantly
0 0 reduced rate of wakeups (Figure 8(b)). The advantage of Road-

nimber of dients (1000 2 O omber of dients 61000y 2 Track is the that wakeups are unnecessary when a client is dis-
(a) Server update load (b) Client wakeup load tant from encounter points (query boundaries) and precinct bor-
der nodes. Note that periodic, point-, vector-, and segment-based
approaches all produce 4 wakeups per minute due to their 15 sec
reevaluation setting — since a check-free interval type optimization
is not available, they wastefully execute periodic self-checks.
The number of server side updates is shown in Figure 8(a). This
t. experiment confirms the conceptual insight that the precinct-based

work (RTR). In both mobility models, each mobile object moves RoadTrack approach outperforms all existing approaches even in

independently of others, with a speed that changes only when en-tEe worst case. r']\k’te that sinfce th’_':; qulgry |°a‘|j is a constant 10%,
tering a new segment, and which is chosen according to the speed!® increase in the number of mobile clients also brings a propor-

limit and speed distribution defined for the segment. In a RWR tional increase in the number of queries at the same time. As a
model, the client selects and travels a new segment at random af€Sult, not only does the number of mobiles per precinct increase,

each junction; then repeats. In a RTR model, the client chooses abut the number of e_ncc_)unter points per precinct also increases. As
random trip destination on the map, travels the fastest route; thenach encounter point is an update trigger, the number of updates

repeats. Client speeds are chosen from a bell-curve distribution (alSSU€d also necessarily increases. The RoadTrack strategy allows
Gaussian with a standard deviation of 0.2 times the mean) that is

a reduction to 8%, 14%, 22%, and 52% of updates, relative to the
cropped above its mean (segment speed limit). other four comparison methods, respectively, even at the highest
The query model we used maintains a 10% location query loa

d mobile load studied.
in the system by default (i.e., the number of queries is one tenth of Ve further explore the scalability of our system by using precincts
the number of mobile clients). Note that this is an aggressive query With radii that are 8 times the mean segment length (ke
load, as it signifies that our system actively engages the attention of3236 772), and also running the simulations on the urban Miami-
th of the population at any one time. Query ranges are chosen Dade County map (where = 1144 m). The larger precinct size
from a Gaussian distribution with a mean of 1 km, and standard provides a significant boost for RoadTrack: Wakeups are reduced
deviation of 0.1 km. In order to simulate a more realistic scenario

on longer check-free intervals, as border points are — on average —
than that given by a uniform distribution of query centers, we create

further from mobile clients (Figure 9(c)). At the highest load set-
a query hotspot scenario, whereby queries are highly concentratedNd: Updates are reduced to 6%, 9%, 14%, and 34% of the query
in some region of the map. The center of a hotspot is a road network "

naware approaches’ updates (Figure 9(a)). 3’ lmeeansegment

location chosen from a random distribution over all road network '€ngth of the urban, high density topology means that the distance-
locations in the network. Once the hotspot center is established, Pased partitioning creates segments that cover smaller areas, and

a weight is assigned to each road segment in the network. If the thus the average distance from mobile clients to precinct bound-

shortest road network distance between the hotspot center and th&'1€S increases. The high density also means that a query with the
mid-point of a segment igin kilometers, then we assign the weight ~SamMe radius (as measured on the roads) produces more encounter

wi = af, with & = 0.5. Each segment then has ?‘" chance points. These factors bring an increase in the number of both wake-
of being selected as a query center location. Finzallg/, the mobile ups and updates when compared with the low-density rural map,

. | he midooint of th | is ch but the update count is still significantly lower in comparison with
object ¢ osest_ tc.’ the midpoint of the selected segment is chosen 33he four reference strategies (11%, 28%, 31%, and 46% of the up-
the query’s originator. ! ' '

dates of those methods, Figure 9(b) and 9(d)).
52 Messaging cost of update strategies Wg also plot the el_‘fect of precinct seeding and the partitioning
) metric, when no queries are present, and thus all updates and wake-

We compare the number of client wakeups and server update nq are triggered by precinct boundaries only (Figure 10). We point
loads for various location update approaches by varying the numberq,  that the presence of precinct boundaries causes wakeups and
of users in the system. This set of experiments uses a client popu-5ates even without the presence of queries. This property, by de-
lation with size ranging fron5000 to 20000 clients. We compare = gjgn ensures that the server maintains the location tracking ability
the following strategies: (1) periodic updates every 15 seconds; (2) o1 o)l mobile clients, regardless of whether there are queries nearby

point-based tracking, (3) vector-based tracking, (4) segment-based, ot The benefit of an encounter-based strategy over strategies
tracking, and (5) encounter point-based wakeup and update strat-

Figure 8: Scaling of update strategies with number of mobile
clients (rural map, partition r = 4x)

ment on road network (RWR), and random trip model on road ne
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(c) Client computation cost  (d) Client computation cost

(#wakeups, rural) (#wakeups, urban) 5.4 Effect of precinct size and query load

We investigate the effect of precinct size on our metrics with
10 000 clients, uniform and hotspot query distribution (Figure 11(b)
and 12(b)). The simulations show that a hotspot distribution of
query centers takes advantage of the features of our approach, pro-
ducing fewer updates and wakeups.

that are query-unaware (such as periodic, point-based, etc. meth- We inject a query load varying from 0% to 40% (i.e., O to 4000
ods) is the reduction of unnecessary wakeups and updates. On thélueries), and run measurements using distance metric partitioning
other hand, if updates were only issued at query boundaries, in theWith the radius set to 4 and 8 times the mean segment length (i.e.,
case of very few queries in a region, a client could go for an ex- 7 = 572 m for 4x, andr = 1144 m for 8x), with the results
tended period of time without an update, and the server would be shown in Figure 11(a) and 12(a). The number of wakeups decreases
unable to contact the client for a location update in order to an- With growing precinct size, as the influence of precinct boundaries
swer a new query. The requirement to issue updates at precincton the check-free interval decreases. As many wakeups are false
boundaries not only allows a client to be aware of query border alarms (an update is not actually required), the number of wakeups
points in its vicinity (after the server sends this information about IS less impacted by an increase in query load, than the number of
the new precinct), but also allows the server to maintain an approx- updates (Figure 11(a)).
imate location (bounded by the current precinct’s boundary) of the . .
client's whereabouts. These figures consistently show that larger2-2  Precinct construction
partitions help reduce both updates and wakeups. We compare our The number of partitions created as a function of the requested
precinct-based strategy with segment-based updates — at a radiuprecinct radius is shown in Figure 13(a). Distance-based partition-
of 1 hop, precinct-based updating is very similar to segment-baseding is shown as a function of distance values that are multiples of
updates. As a result, the number of wakeups are only slightly im- the average segment length of 143 m, offering convenient compar-
proved from segment-based periodic wakeups when the precinctison with hop-based partitioning, shown as a function of the hop
radius is small, but the improvement gap increases linearly with count (e.g., partitioning with "3 [hops]”, and "3 [times mean seg-
precinct size (Figure 10(b)). The number of updates is higher for ment length] (= 3- 143 m)” settings are shown at the same X
low precinct sizes, as théelta threshold used for segment-based axis value). The average number of graph nodes per precinct grows
updates (and the resulting inaccuracy) is not present in RoadTrack,only linearly with the precinct radius, largely due to the skew effect
but the update count drops to half of the segment-based updates abf more "leftover” smaller precincts when the requested precinct
a radius of 8 times mean segment length (Figure 10(a)). size is large (Figure 13(c)). The storage space required for the pre-
In the following we concentrate on the urban map, which is a computed node-to-node distance matrices is defined by the number
more challenging terrain for RoadTrack due to the higher density of node pairs per precinct. This storage requirement (Figure 13(d)),

Figure 9: Comparison of rural and urban performance (with
8x distance-metric partitioning for the two maps in Table 1)

network topology. and the wall clock time required to compute it (Figure 13(b)) grow
. . . approximately as the square of precinct size. We remark that when
5.3 Effect of client behavior proflle precinct center nodes are selected using our heuristic-based seed-
We investigate our method with respect to its sensitivity to dif- ing method, the number of precincts is reduced. In our experiments
ferent characteristics of client behavior in two dimensions: mobil- — unless noted otherwise — we thus used heuristic-based precinct

ity model and query radius distribution (Figure 11(c) and 12(c)). seeding, and distance-metric partitioning with 8 times the mean
For mobility models, we consider the RWR and RTR type behav- segment length (i.er, = 1144 m).
iors; for query size distributions, we vary the mean of the Gaussian We also provide a comparison with partitioning the large rural
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map (Figure 13(e)-13(h)), and note that while the average num- and to set the upper bound for mobile clients to update their loca-
ber of nodes per precinct is almost independent of the partition- tions.

ing method, the number of node pairs (and the resulting increased The third group of work explores the idea of reducing server

pre-computation time) increases markedly with distance-based par-load for query processing in the presence of a road network. The

titioning for our rural map, due to the different topology. incorporation of road networks in server optimization of mobile
queries started to gain attraction only in recent years [12, 13]. A
6. RELATED WORK most influential line of work in this group is the idea of speeding

¢ auery answering by pre-computing distances after partitioning the
road network graph [13]. However, no consideration is given to
improve the server load for query processing by utilizing a road
network based, query-aware location update scheme. We believe
that the RPADTRACK development can be beneficial for further

We review three threads of related work, which are most relevan
to the location update efficiency.

The first group of work explores the idea of reducing the num-
ber of location updates in presence of a road network, but without
making mobile clients query aware. [2] gives a good summary of - . . :
the techniques. As we show in this paper, the number of location reduction of server load for processing location queries on road
updates can be significantly reduced when clients are query-aware,networks'
as there is no need for clients to issue updates in locales where out-
standing queries are scarce. Even in the worst case, the precinct7- CONCLUSION
based approach outperforms the existing solutions. In recent years, some LBS providers in European countries have

The second group of work explores the idea of reducing query initiated a pay-as-you-go model for location tracking and location
processing load at the server by making clients query-aware butupdate services, with the primary objective of avoiding unexpected
in a world where constraints on client mobility do not exist (i.e., sudden load surges at location servers. For example, mobile users
without a road network). For example, MobiEyes [8] uses the grid can pay a fixed price for being tracked or for keeping their loca-
structure to define a monitoring region for each query, and only tion updated every five or 10 minutes. With the rapid escalation
clients within the monitoring region need to be aware of the query. of location based applications and services and the growing de-
[9, 10, 11] give a solution for static continuous queries over moving mand of being informed at all times, the problem of scaling loca-
objects, by monitoring violations of safe region areas. As we show tion updates and location tracking systems and services, if not ad-
in this paper, when road constraints on queries exist (such as a dis-dressed, will become a performance bottleneck for the success of
tance or travel time range measured in the network), the solution the mobile commerce and mobile service industry. In this paper we
must address the jump in complexity: we use encounter points to have presented ®2DTRACK — a query-aware, precinct based lo-
implement the query awareness and identify the critical points on cation update framework for scaling location updates and location
road network segments where location update should be performedtracking services. BADTRACK development makes three origi-

In addition, we use precincts to impose locality on query-awarenessnal contributions. First, we introduce encounter points as a funda-
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Figure 13: Effects of precinct radius on partitioning with hop and distance metrics ((a)- (d) : urban, (¢) — (h) : rural)

mental query awareness mechanism enable us to control and dif- [4] K. Jones and L. Liu, “What Where Wi: An analysis of
ferentiate location update strategies for mobile clients in the vicin-

ity of active location queries. Second, we employ system-defined [5]

precincts to manage the desired spatial resolution of location up-
dates for all mobile clients and to control the scope of query aware-
ness capitalized by a location update strategy. Third but not the
least, we develop a road network distance based check-free interval [6] A. Murugappan and L. Liu, “An energy efficient approach to

optimization, which further enhances the effectiveness oAR

TRACK and enables us to effectively manage location updates of

mobile clients traveling on road networks by minimizing the

necessary checks of whether they have crossed an encounter pointm

un-

or precinct boundary point. We evaluate theA® TRACK location

update approach using a real world road-network based mobility 8]

simulator. Our experimental results show that theARTRACK

query aware, precinct-based location update strategy outperforms

existing representative location update strategies in terms o
client computation efficiency and server update load.
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