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Abstract. In a multidatabase system, schematic conflicts bessemantically related, and then resolving the schematic differ-
tween two objects are usually of interest only when theences among these objects. In this paper, we are interested
objects have some semantic similarity. We use the conin the reconciliation of the semantic and schematic perspec-
cept of semantic proximitywhich is essentially aabstrac-  tives and its use as a step towamfrmation focusingand
tion/mappingbetween the domains of the two objects asso-correlation across multiple databases.

ciated with thecontext of comparisonAn explicit though We characterize the degree of semantic similarity be-
partial context representation is proposed and the specificityyeen a pair of objects using the concept sEmantic
relationship between contexts is defined. The contexts ar@roximity [SK92]. It is based on the premise that it is
organized as a meet semi-lattice and associated operatioRSsential to associate thEbstractions/mappings between

like the greatest lower bound are defined. The context Othe Objects with thecontext of Comparison for Captur-
comparison and the type of abstractions used to relate thyg the semantic similarity between them. Other researchers
two objects form the basis of a semantic taxonomy. At thejn the field of multidatabases have also made observa-
semantic levelthe intensional description of database ob-tions that are similar in principle, but different in details
jects provided by the context is expressed using descripfoN93, SSR92, YSDK91]. This association of context with
tion logics. The terms used to construct the contexts are obapstractions represents the first step in achieving the recon-
tained fromdomain-specific ontologieSchema correspon-  ciliation between the semantic and schematic perspectives.
dencesare used to store mappings from the semantic level Inadequacies of purely structural and mapping-based

to the data level and are associated with the respective coly,eias are discussed, and explicit representation of con-
texts. Inferences about database content at the federath X '

level are modeled as changes in the context and the assoq?— tis proposed to resolve some inadequacies. Computa
ated schema correspondences. We try to reconcile the du
(schematic and semantic) perspectives by enumeratisg
sible semantic similaritiebetween objects having schema
and data conflicts, and modeling schema correspondenc
as the projection of semantic proximityith respect to (wrt)
context.

nal benefits of representing context are also discussed. We
B opose a partial representation of context as a collection of
contextual coordinates and their values. This representation
is used to describe objects and the constraints which they
TRust satisfy in an intensional manner. The meaning of the

contextual coordinates and their values are informally ex-

plained by expressing the context using description logic

(DL) expressions [BS85].

In order for a context representation to be useful for se-
mantic interoperability in multidatabases, it is important to
have automatic ways of comparing and manipulating them.
Based on the proposed representation of context, we define

o f he chall fi . the specificity relationship between two contexts. A defi-
Many organizations face the challenge of interoperatingyiioy of the specificity relationship and thgreatest lower

among multiple independently developed database systenis, \nq(gib) and other operations on contexts are presented.
to perform critical functions. With high interconnectivity and 11,4 specificity relationship induces a partial order such that,

access to many information sources, the primary issue in the,, any two contexts, there existsgib leading to the orga-
future will not be how to efficiently process the data that is iz ation of the conte;<t set as a meet semi-lattice.

known to be relevant, but to determine which data is relevant . . . .
The semantic proximity descriptor consists of context

[She91l]. Thus, the fundamental question in interoperability d abstracti it - s D di th
is that of identifying objects in different databases that are ~ 21d @bstraction as its main components. Depending on the
values assumed by these two components, we define a data

* Presently at: MCC, 3500 W. Balcones, Center Dr., Austin, Texas,mOd?"mdependent taxonomy of semantic similarities. The
78759 USA possible values of the first component can be contexts con-

1 Introduction
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structed using the various operations mentioned above. Claga this paper refers to an object in the model world (i.e., a
sification or taxonomies a$chematic differenceappear in  representation or intensional definition in the model world,
multidatabase literature. However, purely schematic conside.g., an object class definition in object-oriented models or
erations do not suffice to determine the similarity betweenrelation in relational models) as opposed to an entity or a
objects [FKN91, SG89]. We try to reconcile the two per- concept in the real world. These objects may model infor-
spectives by enumerating the possible semantic similaritiesnation at any level of representation, such asdtigbute
between objects having schematic and data conflicts. or entity level.

Even though the representation of semantics better en- We need to understand and represent more knowledge to
ables us to represent the similarities between the various olapture the semantics of relationships between objects. This
jects, we also need to be able to capture structural similaritieknowledge should be able to capture tuatext of compar-
in a mathematical formalism for reasoning on the computerison of the objects and thebstraction relating the domains
We define the concept aichema correspondencet® cap-  of the two objects. Attempts to partially represent such ex-
ture the structural similarities between the objects. They aréra knowledge include the use of meta-attributes [SSR92]
also associated with the context in which the semantic proxand building and partitioning ontologies into micro-theories
imity is defined. We reconcile the semantic and schemati¢Guh90].
perspectives by defining the schema correspondence as a Attempts to represent context and abstraction as sug-
projection of the semantic proximitwith respect to(wrt) gested above have been reflected in the techniques and rep-
context. The semantics of the projection operation are capresentational constructs used by various practitioners and re-
tured in the rules of the algebra enumerated in Appendix 1searchers in the field of multidatabases. The model for se-

The overall organization of the paper is as follows. In mantic proximity defined in this section has been influenced
Sect. 2, we present a model to represent semantic similarby these attempts. Some significant attempts arsénean-
ties among objects. In Sect. 3, we discuss the rationale fotic proximity proposal by Sheth and Kashyap [SK92], the
representation of context in a multidatabase environment andontext building approach by Ouksel and Naiman [ON93],
propose an explicit, though partial, representation of contextthe context interchangeapproach by Sciore et al. [SSR92]
The associated operations for reasoning about and manipand thecommon conceptsapproach by Yu et al. [YSDK91].
lating the context representations are also defined. In Sect. 4\e relate the above attempts to semantic proximity.

a taxonomy of the various types of possible semantic simi-
larities between the various objects is presented. In Sect. 5,
we discuss a broad class of schematic differences and thg 1 Semantic proximity: a model for semantic similarity
possible semantic similarities between objects having those
differences. In Sect. 6, we define a uniform formalism for Gjyen two objectsD; and O,, the semantic proximitybe-

representation of structural similarity. It is associated withyyeen them is defined by the 4-tuple given by [SK92]:
the context and is defined as the projection of semantic sim-

ilarity. Examples illustrating the operations from an algebrasemPro (G, Oz) .
describing the projection operation (Appendix 1) are pre-=< Context, Abstraction, (D1, D), (S1,$)>,
sented. A discussion of related work is presented in Sect. Avhere 0} is domain of Q and § is state of Q.

Conclusions and future work are presented in Sect. 8. _ ) )
— The first component denotes the context in which the two

objects Q and Q are being compared. This context may

2 Semantic similarities between objects be the same, different, or related in some manner to the
context(s) in which the objects;Gand G are defined.

In this section, we discuss the concepsemantic proximity ~ — The second component identifies the abstraction/mapping

which characterizesemantic similarities between objects. used to relate the domains of the objects,abd Q.

We distinguish between theal world and themodel world ~~ — The third component enumerates the domain definitions

which is a representation of the real world. As in the work  of the objects, @ and G. The domains may be defined
in semantic data modeling [HK87, PM88], we endeavor to by either enumerating the values as a set or by using
capture some of the important semantic information about existing type definitions in the database.
the real world and represent it in the model world. However, — The fourth component enumerates the states of the ob-
over and above the semantics of the data, we also attempt to jects, which are the extensions of the objects recorded in
capture semantics of queries and applications. This enables their respective databases at a particular time.
us to support semantics-based focusing and correlation of
information across multiple databaseith respect taan ap-  In Fig. 1 we have illustrated the definition of the semantic
plication. proximity between two objects Land G in the database.
Attempts have been made to capture the similarity ofContext(Q) and context(@) represent the contexts (referred
objects by using mathematical tools like value mappings beto asdefinition context$ater in the paper) in which the ob-
tween domains and abstractions such as generalization, agects Q and G are mapped from the real world to the model
gregation, etc. However, it is our belief that theal-world ~ world. Context refers to the context in which the objects are
semantics(RWS) of an object cannot be captured suffi- being compared.

ciently using mathematical formalisms. The term “object”
model. Our definition is also intensional in nature and differs from the ex-
1 The term “real-world semantics” distinguishes from the “(model) se- tensional definition of Elmasti et al. [ELN86] who define the RWS of an
mantics” that can be captured using the abstractions in a semantic databject to be the set of real-world objects it represents.
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the abstractions. However, since abstractions by themselves
REAL WORLD cannot capture semantic similarity, they have to be associ-
ated either with the context [KS93] or with extra knowledge
in order to capture the RWS. Some of the proposals are as
Context (G ) follows.

Conlext(q)
— In [SK92], abstractions are defined in terms of value

cemPro(Q» O, mappings between the domains of objects and are asso-
Model World 1 Q%) Model World 2 ciated with the context as a part of the semantic prox-
[e] Context [e) P
1 2 imity.
— In [ON93], mappings are defined between schema ele-
_ _ o _ ments callednterschema correspondence assertiams
Fig. 1. Semantic proximity between two objects ISCAs. A set of ISCAs under consideration are a repre-

2.2 Context: the semantic component

sentation of the context for integration of the schemas.
— In [SSR92], mappings calledonversion functionsre
associated with the meta-attributes which define the con-

The context is the key component in capturing the semantics ~ €Xt. , : o
related to an object’s definition and its relationships to other — In [YSDKO1], the attributes are associated with “com-

objects. Alternatives discussed in the multidatabase literature Mon concepts”. Thus the mappings (relationship) be-

for

knowledge associated with the concepts.
In [ON93], context is defined as the knowledge that is

needed to reason about another system, for the purposeome useful and well-defined abstractions are

.Of an_svyering a query. Itis specified as a set (.)f assertion%tal 1-1 value mappingFor every value in the domain of
identifying the correspondences between various schema one object, there exists a value in the domain of the other

ﬁ:e[rggrgg.z] context is defined as the meaning, content object and vice versa.
e ; . 9, . Partial many-one mappingln this case, some values in the
organization and properties of data. It is modeled using domain of one of the objects might remain unmapped

meta-data associated with the data. or a value in one domain might be associated with many

In [YSDK91], common conceptare proposed to char- | . her d .

acterize similarities between attributes in multiple data- values in another domain. . .

bases Generalization/specializationOne domain can generalize/

When. using a well-defined ontolo such as Cvc specialize the other, or domains of both the objects can
9 9y y be generalized/specialized to a third domain.

[Guha0], a weII.-deflngd partition (callebicrotheory Aggregation.One domain can be an aggregation or a col-
of the ontology is assigned a context. lection of other domains
%l((:)(\)l;};ex't[srrllagélbe identified or represented using theFunctional dependencies he values of one domain might
-b agsociatioﬁ with a database or a group of database depend functionally on the other domain.
y . L . agroupc ANY. This is used to denote that any abstraction such as the
— as therelationshipin which an entity participates ones defined above may be used to define a mapping
— from a schema architecture (e.g., the multidatabase or between the domains of two objects

denerk?éeg s’e(z:?ﬁé?jaisrf:r':ﬁgt%;e;;[il&ggl)ﬁe?néo;teXtNONE. This is used to denote that there is no mapping de-
pec P fined between the domains of two objects.
context that is closer to the database) oreaternal

schema(a context that is closer to the application)
— at a very elementary level, asnamed collectiorof
domains of objects

A context may be used in several ways to capture thePomains refer to the sets of values from which the objects

2.4 Domains of the objects

relevant semantics. A context may be associated with agan take their values. When using an object-oriented model,
object to specify the assumptions used in its design and itéhe domains of objects can be thought of as types, whereas
relationships with other objects. However, the term contexithe collections of objects might themselves be thought of as
in semPro refers to the context in which a particular semanti¢lasses. A domain can be eithetomic (i.e., cannot be de-

similarity holds between two objects. As we shall see latercomposed any further) or composed of other atomic or com-

the context in semPro need not be the exactly the same d¥site domains. The domain of an object can be thought of
the contexts associated with the objects. as a subset of the cross-product of the domains of the prop-

erties of the object (Fig. 2). Analogously, we can have other
combinations of domains, such as union and intersection of

2.3 Abstractions/mappings: the structural component domains.

An important distinction between a context and a domain

We use the term abstraction to refer to the relation betweeshould be noted. One of the ways to specify a context is
the domains of the two objects. Mapping between the do-as a named collection of the domains of objects, i.e., it is
mains of objects is the mathematical expression to denotassociated with a group of objects. A domain, on the other
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D1is a subset of D2 x D3 x D4 RWS of an object. It is not possible to completely define
Domain of Object(D1) what an object denotes or means in the model world [SG89].
We propose theontext of an object as the primary vehi-

cle to capture the RWS of the object. The context in which
two objects are being compared and the associated abstrac-
tion/mapping helps to capture the semantic aspect of the
relationship between two objects (Fig. 1). We argue for the
need for representing context by showing the inadequacy of
purely structural representations. We also discuss the com-
putational benefits of representing context.

Domain of attr(D2) Domain of attr(D4)

Domain of attr(D3)

Fig. 2. Domain of an object and its attributes

. . . _ . 3.1.1 Inadequacy of purely structural representations
hand is a property of an object and is associated with the quacy of purely P

description of that object. It has been suggested by Sheth and Gala, Kashyap [SG89,

KS94b] and Fankhauser et al. [FKN91] that the ability to
represent the structure of an object does not help capture
the RWS of the object. It is not possible to provide a struc-

) . tural and hence a mathematical definition of the complex
The state of an object can be thought of as an extension qotion of RWS. In [LNE89], a one-to-one mapping is as-

an object recorded in a database or databases. However, thi§neq petween the attribute definition and the attribute’s
extension must not be confused with the actual state of theyy/g. They define an attribute in terms of fixed descriptors
entity be!ng modeled a_ccordmg to the RWS. Two objectsg asUniqueness, Lower/Upper Bound, Domain, Scale
having different extensions can_have the same state R\Nétc., which are used to generate mappings between two at-
(and hence be semantically equivalent). tributes. They are also used to determine the equivalence
of attributes. However, what they establish is the structural
o o ] equivalence of these attributes which is necessary but not
3 Explicit context representation in a multidatabase sufficient to determine the semantic equivalence of the at-
environment tributes.
] ] ) ) . Consider two attributeperson-nameand department-
In this section, we discuss the inadequacies of purely struchgme We may be able to define a mapping between the
tural and mapping-based methods to represent object simijomains of these two attributes, but we know that they are
larity and how representing context in the model world helpspot semantically equivalent. In order to be able to capture
solve some of the_m. We also_ discuss computational advantis |ack of equivalence, we propose the mappings between
tages of representing context in the model world and proposéne domains of the attributes be madéth respect toa

an appropriate representation of context as a collection ofontext. We define two objects to be semantically equiva-
contextual coordinates and their values. The contextual Copent if it is possible to define mappings with respect toall

ordinates and their values may be chosen from a previousl¥nown and coherent contexts. The respective definition con-

defined ontology of concepts. _ texts should be coherent with respect toeach other. Defini-

We view ontology as the symbolic layer closest to tion contexts and the notion of coherence is defined later
concepts in the real world. An ontology may be definedin this section. Since the definition contextsperson-name
as the specification of a representational vocabulary for @anddepartment-namare not coherent (one identifies an an-

shared domain of discourse which may include definitionsimate and the other identifies an inanimate object), they are
of classes, relations, functions and other objects [Gru93]not defined as equivalent attributes.

Criteria for constructing contexts from an ontology are dis-
cussed in [KS95a].

We discuss a partial representation of context, the semars 1 2 Computational benefits of representing context
tics of which are informally explained using DL expressions.
We shall also define operations for automatic ways of Comyy [Sho91], Shoham discussed the computational benefits
paring (e.g., deciding whether one context is more generalhat might accrue in modeling and representing context in Al
than the other) and manipulating contexts (e.g., taking the,nq knowledge-based systems. We believe that there are sim-
glb of two contexts). A brief discussion of issues relating jjarities between Al/knowledge-based and multidatabase sys-

to the language for representing contexts and the domaingmg that suggest context representation in a multidatabase
specific ontologies from which terms to construct contextssystem for a clean and efficient handling of information.
are obtained is also presented.

2.5 States (extensions) of the objects

Economy of representatioin a manner akin to database
views, contexts can act asfacusing mechanisrwhen
3.1 Rationale for context representation accessing the component databases of a multidatabase
system. They can be semantic summargf the infor-
In characterizing the similarity between objects based on mation in a database or group of databases and may be
the semantics associated with them we have to consider the able to capture semantic information which cannot be
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expressed in the data definition model of the databases— C;, 1 < i < k, is a contextual coordinate denoting an

Thus, unnecessary details can be abstracted from the

user. Examples detailing this are enumerated in Sect. 6.2.—

Economy of reasoninginstead of reasoning with the infor-

aspect of context.
C; may model some characteristic of the subject domain
and may be obtained from a domain-specific ontology

mation present in the database as a whole, reasoning can (discussed later in this section).
be performed with the context associated with a database— C, may model an implicit assumption in the design of a
or a group of databases. This approach has been used database.

in [KS94a, MKSI96] for information resource discovery
and query processing.

Handling inconsistent informationin a multidatabase sys-
tem, where databases are designed and developed in
pendently, it is not uncommon to have information in

— C, may or may not be associated with an attributeoh

an object O in the database.

dgbe value V of a contextual coordinate ;Gan be repre-
sented in the following manner:

one database inconsistent with information in another. _ v, can be a variable.

As long as information is consistent within the context
of the query of the user, inconsistency in information
from different databases may be allowed. This is dis-
cussed in Sect. 5.3.

Flexible semanticsA big fallout of associating abstrac-
tions/mappings with the context in the semantic prox-
imity model (Sect. 2.1) is that the same two objects can
be related to each other differently in two different con-
texts. This is because two objects might be semantically
closer to each other in one context than in the other.

3.2 A partial context representation

— It is used only at the highest level of nesting for

retrieval of objects/properties.

It can be unified (in the sense of Prolog) with another
variable, a set of symbols, an object or type defined
in the database or another variable.

It can be unified with another variable associated with
a context.

— It can be used to impose constraints on the answer.
Example.Suppose we are interested in people who are
authors and who hold a post. We can represent the query
context G, (discussed later in this section) as follows:
C, = <(author, X) (designee, X
The same thing can be expressed in a DL as follows:
C, = [author] for SAME-AS author designee)

There have been attempts to represent the similarity between- v, can be a set.

two objects in databases. In [LNE89], a fixed set of descrip-
tors define essential characteristics of the attribute and are

— The set may be an enumeration of symbols from a
domain-specific ontology.

used to generate mappings between them. We have discussed _ The set may be defined as the extension of an object

with the help of an example how they do not guarantee se-
mantic similarity. Thus, any representation of context which
can be described by a fixed set of descriptors is not appro-
priate.

The descriptors (or meta-attributes) are not fixed but dy-
namically chosen to model the characteristics of the ap-
plication domain in question. It is not possible a priori to
determine all possible meta-attributes which would com-
pletely characterize the semantics of the application domain.
This leads to gartial representation of context. We repre-
sent context as a collection of contextual coordinates (meta-
attributes) as follows:

Context =<(Cy, V1) (Cz, V2) ... (Cy, Vi) >

We shall informally explain the meaning of the symbols C
and V; by using examples and by enumerating the corre-
sponding DL expressions (Table 1). Using DL expressions

it is possible to define primitive classes and, in addition,
specify classes using intensional descriptions phrased in
terms of necessary and sufficient properties that must be sat-
isfied by their instances. The intensional descriptions may be
used to express the collection of constraints that make up a
context. Also, each Croughly corresponds to a role and
each V. roughly corresponds to fillers for the role the object
must have.

2 We have proposed a minor additiosfole-set>] for
<DL-expression- [MKSI96]. However this is for retrieval only and not
used for concept forming.

or as elements from the domain of a type defined in
the database.
— The set may be defined by posing constraints on pre-

existing sets.
Example.Suppose we want to represent the assumptions
implicit in the design of the object EMPLOYEE in a
database. We can represent this as the definition context
of EMPLOYEE, Gi.;(EMPLOYEE) as follows:
Cacf(EMPLOYEE)
= < (employer, Peptypesu{restypes])

(article,PUBLICATION)>

Let Deptconcept = term corresponding to Deptypes in
an ontology
The same thing can be expressed in a DL as follows:
Ca.;(EMPLOYEE)
= (AND EMPLOYEE

(ALL article PUBLICATION)

(ALL employer OR Deptconcept)

(ONE-OF research )))
Deptypesis a type defined in the database. The sym-
bols restypes, employer and article are taken from the
ontology. The definition context (defined later in this
section) expresses an association between EMPLOYEE
and PUBLICATION which may not be captured in the
database.

— V,; can be a variable associated with a context.

— This can be used to express constraints which the
result of a query should obey. This is called the con-
straint context and is defined later in this section.
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Table 1. Contextual coordinate, value pairs and the corresponding DL expressions

Contextual coordinates and values, G.(O), Cq DL expressions
Caef(0) = <(C1, V1) .. (Cr, Vi)> (AND O (ALL C; V3) ... (ALL Cg, Vi)
Caef(0) = <(C;, Oj0 <(Cj, V;)>)> (AND O (ALL C; (AND O; (ALL C; V;))))
Cq = <(Cy, X) (Cj, X)> [C;] for (SAME-AS C; Cj)
Cy = <(Cy, Xo <(Cj, Vj)>)> [C;] for (ALL C; (ALL C; Vj))

— The constraints would apply to the set, type or object3.2.1 Definition context of an object
the variable X would unify with.
Given an object O in a database and a collection of contex-
Example.Suppose we want all the articles whose titles tual coordinates @ from the ontology, the definition context
contain the substring “abortion” in them. This can be s denoted as @f(o) and can be used in the following ways:
expressed in the following query context:

c, = <(article, — to specify the assumptions used in the design of the ob-

. . . L ject O
Xo <(title, {y|substring(y) = “abortion)>)> — to share only a pre-determined extension of the object O

= <(article, XoCntxt')>. ) ] with the federation of databases. This exported object is
whereo denotes association of a context with a variable  denoted as @

)C(nat)r::j: <(title, {y|substring(y) = “abortion})> The associations between the objects stored in the database
Associationof a variable and a context ensures that theand the objects exported to the federation are expressed us-
answer satisfies the constraints expressed in the contexfld the concepts oéemantic proximity andschema corre-

The same thing can be expressed in a DL as follows: SPondenceqdefined in Sect. 6.1).

Let Extension (AString) {y|substring(y) = “abortion}

C, = [article] for (ALL article ALL title AStrin
0 =1 ] ( @ . . 9) .. 3.2.2 Association context of objects
— V,; can be a set, type or an object associated with a

context. Given objects O and QOin a database the dependence of the

o o _ ~definition context of O on the context of association between
— This is called the association context and is definedp and Q, C,,,(O;, O) can be represented as:

later in this section.

— This may be used to express semantic dependencieSg.s(0) = <(Cy, 010C445(01, O)) ... (G, Vi) >
between objects which may not be modeled in the
database. The association context can be used in the following ways:

Example.Suppose we want to represent information re- — to represent relationships between two objects with ref-
lating publications to employees in a database. Let PUB-  erence to an aspect of an application domain. This is
LICATION and EMPLOYEE be objects in a database. ~ done by associating it with the appropriate contextual
The definition context of HAS-PUBLICATION can be coordinate

defined as: — different relationships between two objects may hold
Cier (HAS-PUBLICATION) with reference to different aspects of the subject domain.
= <(article, PUBLICATION) This can be modeled by different association contexts
(author, EMPLOYEE < (affiliation, {research)>)> between the two objects associated with different con-

textual coordinates
Cacr(HAS-PUBLICATION) . . . .
= <(article, PUBLICATION) — to model the relationships between the object O and dif-

(author, EMPLOYEECNtxt)> ferent (more than one) objects as a part of the definition

- ) ) context of the same object. Thube context of an object
whereo denotes association of a context with an object  \youid consist of its relationships with other objects

EMPLOYEE, and Cntxt = (affiliation, {research)>

Associatiorof a context with an object is similar to defin-

ing a view on the object extensions such that only those3.2.3 Query context

instances satisfying the constraints defined in the con-

text are exported to the federation. The same thing caiWhenever a query Q is posed to a federation of databases,

be expressed in a DL as follows: we associate with it a query conte®} which makes explicit

Cae s (HAS-PUBLICATION) the partial semantics of the query Q.

= (AND HAS'PUB!-|CAT|ON — The user can consult ontologies to construct the query
(ALL article PUBLICATION) context in a semi-automatic manner. Issues of combining
(ALL author AND EMPLOYEE and displaying ontologies to enable a user to do this

(ALL affiliation (ONE-OF research))))) easily are discussed in [MKSI96, MKIS96, KS96].
Note that the relationships between EMPLOYEE, PUB- — Objects and types defined in databases are also avail-
LICATION and HAS-PUBLICATION is information rep- able to the user by relating them to some concept in an

resented in the context not modeled in the database. ontology.
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— The query is expressed as a set of constraints which anoordinates. A, A, A,, ..., S, S, S, ... stand for sets. X, Y,
answer object must satisfy. The constraints expressed id, .... stand for variables.
the query context can express incomplete information.
The specificity rules for the values of the contextual co-
ordinates (\s) are as follows:
3.2.4 Constraint context
variable specificity: V3 < X, anything is more specific than

The constraint context, &,.-(X,ANSWER) is typically a a variable
part of the query context and is used to pose constraints oset specificity: $; < S, iff S1 C S
the answer returned for the query. association context specificity:these are rules concerning
specificity of contextual coordinates when an association
Cy = <(Cy, XoCronstr(X, ANSWER)) ... (G, Vi)> context is involved.
— It is associated with a variable which may be a place-  — A1°Cnixt < Az if Ap < A,
holder for the answer or a part of the answer. The vari-  — AicCntxt; < A;oCntxt; if
able may be instantiated to an object or type definition. Ai < Aj A Cnixt; < Cnix

— The context may represent constraints on the object an . . .
its attributes orythep contextual coordinates assjociategmxtl < Cnixt if the following conditions hold:
with an object. Cm<k

— The constraints which we currently limit to are cardinal- Vi l<i<maiC,<CB3AV. <\,
ity constraints on sets and those that may be definedas "* ~— — " 145 =G J= "1
a predicate on the elements of a set.

3.3.2 Operations on the context lattice
3.3 Reasoning about and manipulation of contexts

As observed earlier, the specificity relationship between the
We have proposed a partial representation of context in theontexts induces a partial order among the contexts. Thus,
previous section. To use this representation meaningfully tahe context can be organized as a meet semi-lattice where
focus on relevant information and to correlate informationevery pair of contexts has the glb. In this subsection, we
the following needs to be precisely defined: define theglb operation and other operations we will use

. . , later in the paper.
— the most common relationship between contexts is the hap

“specificig” re_lationship. Given_tyvo contexts;@nd G, overlap(Cntxt, Cntxt) = {C;| C; € Cntxty A C; € Cnitxb }
C1 < C if Cy s at least as specific as C. This is US€-  coherent(Cntgt, Cntxb) This operator determines whether

ful when objects defined in a particular context have 10 he constraints determined by the values of the contextual
transcend [McC93] to a more specific or general context.  gordinates are consistent.

This is discussed in detail with examples in [KS95b]. Example Let Cntxy = <(salary,{x| x < 10000)>
— It is also the case that two contexts may not be compa- Cnitx, = <(salary, {x| x > 1000(})_>
rable to each other, i.e. it may not be possible to decide  Thys, coherent(Cntxt Cnixt) = FALSE
whether one is more general than the other or not. Thus,
the specificity relationship gives us a partial order.
— For every two contexts, we define the glb of two contexts3.3.2.1 The glb of two contexts
as the most general context which is more specific tha
each of the two contexts. The set of contexts thus form
a meet semi-lattice.

"We now define the glb of two contexts with the help of the
Sules that determine the glbs of the contextual coordinates
and their values. The rules determiniglp(V;, V' ;) are

Variable: glb(V;, X) = V,;
sets: gIb(S, ) =SS NS,

The specificity relationship between two contexts determineéa‘ ssociation contexts. these are rules concerning the glb of
P y P the values of the contextual coordinates when an associ-

which context is more general than the other. We have de- ation context is involved
fined this relationship with the help of specificity rules gov- '

3.3.1 The specificity relationship

erning the contextual coordinates and their values. — gIb(A10Cntxt;, Az) = glb(Aq, Az)oCntxt;
— gIb(A;oCntxt;, A;joCnitxt;)
Let Cntxt, = <(C1, V1) (Ca, V2) ... (Ck, Vi)> = glb(Ai, Aj)oglb(Cntxt, Cnitxt;)

Cntxt, = <(C'1, V'1) (C'2, V') ... (C'hpy V' in)>
b (€1 V1) (€2 Via) ... ( ) The greatest lower bound of the contexfid(Cntxt,,

Cntxt, < Cntxb if Cntxt; is at least as specific a€ntxt, Cntxtz) can now be defined as:

. " , , 3 This specificity relationship between contextual coordinates is deter-
Inthe fOIlOWIhg exposition, C, & Cp, C'y, C', ... denote the mined from the ontology and is beyond the scope of this paper. In defining

contextual coordinates of the contexts under considerationne various operations on the context lattice we shall use the equality com-
V, V1, Vo, V'1, V'3, ... denote the values of the contextual parison instead.



— glb(Cntxt, Cntxb) = Cntxt, if Cntxt, = <> -
[Empty Context]

— (G, V;) € glb(Cntxt, Cntxb),

if C; ¢ overlap(Cntxt, Cntxt)
—(C;, V') € gIb(Cntxt, Cntxb),

if C'; ¢ overlap(Cntxt, Cntxb) -
— (G, glb(Vy, V' ;) € glb(Cntxt, Cnixb),

if C, = C’; € overlap(Cntxt, Cntxb)
An alternative equivalent representation of a context (ex-
pressed using the glb operation) is very useful when there is—
a need to carry out inferences on the context and information
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The language should be declarative in nature, as the con-
text shall typically be used to express constraints on ob-
jects in an intensional manner. Besides, the declarative
nature of the language will make it easier to perform
inferences on the context.

The language should be able to express the context as
a collection of contextual coordinates, each describing a
specific aspect of information present in the database or
requested by a query.

The language should have primitives (for determining
the subtype of two types, pattern matching, etc.) in the

associated with it.
Chtxt = <(C1, V]_)(Cz, V2) (Ck, Vk)>
= glb(<(Cy, V1)>,0lb(<(Cyp, V2)>, ...,
glib(<(Cyg, Vi)>, <>) ...))
Example.Consider the following two contexts:
Cntxt;
= <(author, EMPLOYEE <(affiliation, {research)>)
(article, PUBLICATION)>
Cnixt
= <(article,
Xo <(title,{x| substring(x) ="abortion})>)>
It should be noted that
— article € overlap(Cntxt,Cntxb)
= (article, glb(PUBLICATION,
Xo <(title, {x|substring(x) = "abortion})>))
€ glb(Cntxt, Cntxb)
— author¢ overlap(Cntxt,Cntxt) =
(author, EMPLOYEE < (affiliation, {research)>)
€ glb(Cntxt, Cntxb)
— glb(PUBLICATION,
Xo <(title, {x|substring(x) = "abortion})>)
= glb(PUBLICATION,X)o
<(title,{x|substring(x) = "abortion})>
[Association Contexts]
= PUBLICATIONo
<(title,{x|substring(x) = "abortion})>
[alb of a variable and an object]
glb(Cntxt,Cntxb)
= <(author, EMPLOYEE <(affiliation, {research)>)
(article, PUBLICATIONb

<(title,{x| substring(x) ="abortion})>)>

3.4 Issues of language and ontology in context
representation

model world, which might be useful in comparing and
manipulating context representations.

— The language should have primitives to perform naviga-
tion in the ontology to identify the abstractions related
to the ontological objects in the query context or the
definition contexts of objects in the databases.

3.4.2 The ontology problem

In constructing the contexts as illustrated in Sect. 3.2, the
choice of the contextual coordinates;$T and the values
assigned to them () is very important. There should be
ontological commitmentd.e., agreements about the onto-
logical objects used between the users and the information
system designers. In our case, this corresponds to an agree-
ment on the terms used for the contextual coordinates and
their values by a user in formulating the query context and
a database administrator for formulating the definition and
association contexts. In an example in Sect. 3.2, we have
defined G.s(EMPLOYEE) by making use of symbols like
employer, affiliationand reimbursementrom the ontology

for contextual coordinates am@search, teachingtc., for

the values of the contextual coordinates.

We assume that each database has available an ontol-
ogy corresponding to a specific domain. The definition and
association contexts of the objects take their terms and val-
ues from this ontology. However, in designing the definition
contexts and the query context, the issues of combining the
various ontologies arise.

We now enumerate various approaches one might take in
building ontologies for a federation of information sources.
Other than the ontological commitment, a critical issue in
designing ontologies is thecalability of the ontology as
more information sources enter the federation.

— The common ontology approach.

In this section, we discuss the issues of a language in which
the explicit representation discussed above can be best ex-
pressed. We also discuss issues of ontology, i.e., the vocab-
ulary used by the language to represent the contexts.

3.4.1 Language for context representation

In Sect. 3.2, we have proposed a context representation as
a collection of contextual coordinates and their values. The

values themselves may have contexts associated with them.
In this section, we enumerate the properties desired of a
language to express the context representation.

— One approach has been to build an extensive global
ontology. A notable example of global ontology is
Cyc [LG90], consisting of around 100,000 objects.
The mapping between each individual information
resource and the Cyc global ontology in the Carnot
project [CHS91] is accomplished by a set atic-
ulation axiomswhich are used to map the entities
of an information resource to the concepts in Cyc's
existing ontology [CHS91].

— Another approach has been to exploit the semantics
of a single problem domain (e.g., transportation plan-
ning) [ACHK93]. The domain model is a declarative
description of the objects and activities possible in
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[ Land Useand L and Cover Classification (USGS) | between the terms introduced in [She91], suctlsemantic
semantic resemblanc@wo objects can be semantically re-
lated in one of the above four ways. Semantic equivalence
is semantically closethan semantic relationship, and so on.

A classification using a generalization hierarchy imity defined in Sect. 2 and the context representation dis-
cussed above to define a semantic taxonomy consisting of
the various types of semantic similarities between objects.

Groan) equivalence semantic relationshipsemantic relevancand
Ccommerca>
In this section, we use the concept of semantic prox-
The taxonomy thus designed is illustrated in Fig. 5.

| Population Area Classification (US Census Bur eau) |

4.1 The role of context in semantic classification

The context, which is the pivot on which the semantic prox-
imity depends, plays a key role in this taxonomy. Here we

enumerate the possible values for context.
Fig. 3. Examples of generalization and aggregation hierarchies for ontology

construction — ALL, i.e., the semPro between the objects is being de-
fined with respect taall known andcoherentcomparison
contexts. There should be coherence between the defini-
tion contexts of the objects being compared and between
the definition contexts and the context of comparison.

— SOME, i.e., thesemPro between the objects is being
definedwith respect tasome context. This context may
be constructed in the following ways.

— GLB, i.e., the glb of the contexts of the two objects
Typically, we are interested in thglb of the con-
text of comparison and the definition context of the

A classification using an aggregation hierarchy

the application domain as viewed by a typical user.
The user formulates queries using terms from the ap-
plication domain.

— Re-use of existing ontologiesGiven our assumption
that there will be numerous information systems partici-
pating in the federation, it is unrealistic to expect any one
existing ontology or classification to suffice. We propose
a re-use of various existing classifications such as ISBN
classification for publications, botanical classification for object

lants, etc. An example of such a classification is illus- ;
Frated in Fig. 3. Thesz ontologies can then be combined ~ — LUB, i-€., the least upper bound (Idbdf the con-

in different ways and made available to the federation. texts of the two objects is taken. Typically, we are
e . . . . interested in théub of the definition contexts of the
— A critical issue in combining the various ontologies

is determining the overlap between them. One pos two objects when there does not exist an abstrac-
o . X . . " : tion/mapping between their domains in the context
sibility [Wie94] is two define the “intersection” and Pping

. ; . of comparison.
“mutual exclusion” points between the various on- P iahtbe i di
tologies. Attempts have been made to use termino- ~ SUB-CONTEXTS, we might be interested in tiemPro

logical relationships between terms across different ~P&Ween two objects in contexts which are more specific
ontologies to represent the intersection points. In the ~©f MOre generakith respect tathe context of compari-
OBSERVER systemsynonymshave been used to son. _ , _
represent the intersection points and a proposal to~ NONE, i.e., there does not exist a context in which a
extend the system usingyponymsand hypernyms meanlngful abstraction or mapping b_etween the domains
has been presented in [MKIS96]. of t_hg.objects may be deflngad. ThIS. is the case when the
_ Another approach has been adopted in [MS95]. The definition contexts of the objects being comparedrae
types determined to be similar by a sharing advi-  coherentwith each other.
sor are classified into a collection calledncept A
concept hierarchys thus generated modeling super- ) )
concept-subconcept relationships. These types magf-2 Semantic equivalence
be from different databases and their similarity or
dissimilarity is based on heuristics with user input as This is the strongest measure of semantic proximity two
required. objects can have. Two objects are defined tedmantically
equivalentwhen they represent the same real-world entity
or concept. Expressed in our model, it means that given two
4 A semantic taxonomy objects Q and Q, it should be possible to define a total 1-1
value mapping between the domains of these two objects in
Our emphasis is on identifying semantic similarity evenany known and coherent context. Thus we can write it as:
when the ObJeCtS h".’“’e sgmﬂt_:ant representatlonal differ- We have not defined it for the general case. Here, we are only interested
ences [She91Bemantic proximity is an attempt to character- in the special case:
ize the degree of semantic similarity between two objects us- (Ck, Vi U V') € lub(Cnixt, Cntxb)
ing the RWS. It provides a qualitative measure to distinguish where G. = C’; € overlap(Cntxt, Cnixg)



285

semPro(Q, O,)

= <ALL, total 1-1 value mapping, (B D,), >°.
The notion of equivalence described above depends on the
definition of the domains of the objects and can be more
specifically calledlomain semantic equivalend#fe can also
define a stronger notion of semantic equivalence betwee
two objects, which incorporates the state of the database
to which the two objects belong. This equivalence is called

Rolel Databasel

Employee
Name

. . . . Role2
state semantic equivalenead is defined as: @ % Database2
semPro(Q, Oy) = <ALL, M, (D4, Dy), (S1, ) >,
where M is a total 1-1 value mapping between (8,) and
(D2, &).
For the purposes of this paper we shall use semantic equiv-
alence to mean domain semantic equivalence.
OBJECTS CONTEXTS
4.3 Semantic relationship Rolel = role-of(EmployeeName, Databasel) = Identifier

Role2 = role-of(EmployeeNumber, Database2) = Identifie
X X oo i . EmployeeName in Databasel.ldentifier
This type of semantic similarity is weaker than semantic  EmployeeNumber in Database2.Identifier

equivalence. Two objects are said todemnantically related Thus, Rolel = Role2

when there exists a partial many-one value mapping, or &ig. 4. Roles played by objects in their contexts
generalization, or aggregation abstraction between the do-

mains of the two objects. Here, we relax the requirement

of a 1-1 mapping in a way that, given an instancg ®e  4.5.1 Role played by an object in a context
can identify an instance of Qbut not vice versa. The re-

quirement that the mapping be definable in all the knownThjs refers to the relationship between an object and the
and coherent contexts is not relaxed. Thus, we define thgemantic context to which it belongs. We characterize this

semantic relationshigs: relationship as a binary function, which has the object and
its context as the arguments and the name of the role as the

semPro(@, O,) = <ALL, M, (D4, Dy), >, value.

where M may be a partial many-one value mapping, gener-

alization, or aggregation role-of : objectx context— rolename

The mapping defined above may be multivalued, as it is pos-

4.4 Semantic relevance sible for an object to have multiple roles in the same context.

We consider two objects to semantically relevanif the . .
J y y Based on the representation of a context proposed in Sect. 3.2,

can be related to each other using saabstractionin some _ .
context Thus the notion of semantic relevance between twoVe Can express this by constructing the lub of the contexts.
Consider the typeNumber and the typeName defined in

objects is context-dependent, i.e., two objects may be se

mantically relevant in one context, but not so in another,the databases.

Objects can be related to each other using any abstractionCq. s(Databasel) = (Class,{Employee, ..})

(Identifier, {Name, ..})>

semPro(@, O;) = <SOME, ANY, (D1, D), > Cg.s(Database?) = (Class,{Employee, ...})
(Identifier, {Number, ..})>

lub(Cye¢ (Databasel), & r(Database2))

= <(Class,{Employeg, Employeg, ...})

This is the weakest measure of semantic proximity, which (Identifier, {Name, Number, ..})>

might be useful in certain cases. Here, we consider the casEhus role-of(Name, ¢ (Database1)) 3
where the domains of two objects cannot be related to each = role-of(Number, G.¢(Database?2)) = Identifier
other by any abstraction in any context. Hence, the exacBince Name, Numbee Identifier

nature of semantic proximity between two objects is very/ ldentifier € lub(Cq.f(Databasel), & ;(Database2))
difficult to specify. In this case, the user may be presentedrhis is illustrated in Fig. 4.

with extensions of both the objects. In order to express this

type of semantic similarity, we introduce an aspect of con-

text, which we callrole, by extending the concept of role 4.5.2 Roles and semantic resemblance

defined in [EN89]. Semantic resemblance is defined in detail

in the next section. Whenever two objects cannot be related to each other by
5 We use the " sign to denote “don’t care”. any abstraction in any context, but they are associated with

4.5 Semantic resemblance
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Semantic Proximity | Context, Abstraction Domain Definition Incompatibility ‘
Similar[ggnttextt; S(—:”\NAE]NE Dissimilar[Context = NONE,
straction = ] Abstraction = NEG] / Entity Definition Incompatibility ‘

Semantic Resemblance Semantic Incompatibility Incompatibility ﬂ Data Value Incompatibility ‘

Abstraction Level Incompatibility ‘

Context = SAME,
Abstraction = SOME

Abstraction = SOME

) Context = ALL ) ) )
Semantic Relevance Semantic Relationship

Schematic Discrepancy

Abstraction = Total Fig. 6. Schematic heterogeneities

1-1 value mapping

proximity descriptors. The broad classes of schematic het-
Semantic Equivalence erogeneities we are dealing with ademain incompatibility
entity definition incompatibilitydata value incompatibility
abstraction level incompatibilittand schematic discrepan-
cies(Fig. 6). While the issues of schematic/representational
[structural heterogeneity have been dealt with by a number
contexts in which they have the same role and their defini-of researchers [DH84, BOT86, CRE87, KLK91, KS91], the
tion contexts are coherent with respect to each other, theyinique feature of our work is the strong correlation between
can be said tsemantically resembleach other. This is a the semantic aspects defined above and the structural aspects.
generalization of the DOMAIN-DISJOINT-ROLE-EQUAL

concept in [LNE89].

Fig. 5. Semantic classification of object similarities

5.1 Domain incompatibility
semPro(@, 0;) = <SOME(LUB), NONE, (3, Dy), >,
where coherent(g r(O1),Cye r(O2)) and3Cntxty,Cnixp ex-
ported by DB,DB,, respectively
and SOME(LUB) denotes a context defined as follows:
context = lub(Cntxt, Cntxt) and Dy # D,
and role-of(Q, context) = role-of(@, context)

In this section, we discuss the incompatibilities that arise
when two different domain types are used as different defi-
nitions of semantically similar attribute domains. We refine
the broad definition of this incompatibility given in [CRE87].
We also discuss the possible semantic similarities with each
case (Fig. 7).

4.6 Semantic incompatibility

While all the qualitative proximity measures defined above5.1.1 Naming conflicts

describe semantic similarity, semantic incompatibility as-

serts semantic dissimilarity. Lack of any semantic similarity Two attributes that are semantically alike might have differ-
does not automatically imply that the objects are semangnt names. They are known agnonyms

t|Ca"y incompatible. Establ|sh|ng semantic |nC0mpat|b|I|ty Examp|e_C0nsider two databases having the relations:
requires asserting that the definition contexts of the two ob-

jects areincoherent with respect teach other and there do STUDENT(Id#, Name, Address)

not exist contexts associated with these objects such that TEACHER(SS#, Name, Address)

they have the same role. Id# of STUDENT and SS# of TEACHER are
synonyms.

semPro(@, O,) = <NONE, NONE, (O, D,), >

where G ;(O1) and G (O,) are incoherent with each other \;455ings between synonyms can often be establistitt
and D, may or may not be equal toD respect toall known and coherent contexts. In such cases,

and A context such that . . . ;
the two domain types may be considessinantically equiv-
role-of(Oy, context) = role-of(Q, context) alent yp Y yeq

] o _ Two attributes that are semantically unrelated might have
5 Schematic heterogeneities in multidatabases the same names. They are knownhasnonyms

) ) ) . Example.Consider two databases having the relations:
In this section, we deal with a broad class of schematic dif-

ferences and the possible semantic similarities between ob- STUDENT(Id#, Name, Address)
jects having schematic differences [SK92]. With each type BOOK(ld#, Name, Author)
of schematic difference, we enumerate the possible semantid# of STUDENT and BOOK are homonyms.
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The definition contexts of the two domain types (which are T20€ 2 Mapping between marks and grades

defined in two different databases) may be modeled as fol- Marks ~ Grades

lows: 81-100 A

61-80 B
C..r(STUDENT.Id#) =<(identifies, AnimateObject) 41-60 c
Ci.r(BOOK.Id#) = <(identifies, InAnimateObject) 211-2‘50 E

The concepts AnimateObject and InAnimateObject are ob-

tained from an ontology for the domain. There may be a many-one mapping from Marks to Grades
(Table 2). Grades is the coarser attribute. Typically, map-

Since homonyms are semantically unrelated, their definitiorpings can be specified from the precise data scale to the

contexts are modeled in a way that they Breoherent with  coarse data scalwith respect toall known and coherent

respect toeach other. Thus, these two domain types may becontexts. Given a letter grade, determining the precise nu-

consideredsemantically incompatible merical score is typically not possible. In such cases, the
domain types may be considersdmantically related

5.1.2 Data representation conflicts
5.1.5 Default value conflicts

Two attributes that are semantically similar might have dif-

ferent data types or representations. This type of conflict d.epends on the definition of the.domain
Example. of the concerned attributes. Tlefault valueof an attribute
is that value which it is defined to have in the absence of
STUDENT.Id# is defined as a 9-digit more information about the real world. For instance, the
integer. default value for age of an adult might be defined as 18
TEACHER.SS# is defined as an 11-character years in one database and as 21 years in another.
string. It may not be possible to specify mappings between a

default value of one attribute to the default value of another
Conversion mappings or routines between different datdn all known and coherent contexts. However, it is often pos-

representations can often be establisheth respect toall  Sible to do sowith respect tosome context. In such cases,
known and coherent contexts. In such cases, these domathe domain types can be considered tasbeantically rele-
types may be consideremantically equivalent vant i.e., theirsemantic proximitgan be defined as follows:

semPro(Age Age;) = <SOME, Abstraction, (B, Dy), >
5.1.3 Data scaling conflicts Context =<(default, DefaultAge}., _
where the concept DefaultAge is obtained from an ontol-
ogy for the domain. When the semProeigaluatedwith re-
pect to the context, it maps to different ages in the different
atabases.

Two attributes that are semantically similar might be rep-
resented using different units and measures. There is a 1-
mapping between the values of the domains of the two at-
tributes. For instance, the salary attribute might have values
in$ and $. . . : . .

Typically, mappings between data represented in diﬁer-5'1'6 Attribute integrity constraint conflicts
ent scales can be easily expressed in terms of a function
a lookup table, or by using dynamic attributes as in [LA86]
and with respect toall known and coherent contexts. In
such cases, the domain types may be consideesdanti-
cally equivalent

%o semantically similar attributes might be restricted by

constraints which might not be consistent with each other.

For instance, in different databases, the attribute Age might

follow these constraints:

Example.

Cl:Age <18

. . C2:Age >21

5.1.4 Data precision conflicts C1 and C2 are inconsistent and hence the integrity con-
straints on the attribute Salary are said to conflict.

Two attributes that are semantically similar might be repre-

sented using different precisions. This case is different fromf the constraints are captured in the definition contexts of

the previous case, because there may not be 1-1 mappingie domain types of Ageand Age, then they would be

between the values of the domains. There may be a manyincoherent and can be considersemantically incompati-

one mapping from the domain of the precise attribute to theple. However, in the case these types are playing the same

domain of the coarser attribute. role in the definition contexts of their respective databases in

Example. _ . which they exist, they may be considered to hawem@mantic
Let the attribute Marks have an integer value from 1 to 100.resemblancdo each other.

Let the attribute Grades have the valyes B, C, D, F}.
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Naming Conflicts /(S;mantic Equivalence)

Homonyms

(Semantic

Data Representation Conflicts Incompatibility)

(Semantic Equivalence)

‘ Data Scaling Conflicts ‘(Semantic Equivalence)

Domain Incompatibility

Data Precision Conflicts |(Semantic Relationship

Default Value Conflicts|(Semantic Relevance)

Attribute Integrity Constraint Conflicts

(Semantic Resemblance)

Fig. 7. Domain incompatibility and the likely types of semantic proximities

Cics(Databasg) = <(timePeriod,{Age, Duration, .})>,
Cg.s(Databasg = <(timePeriod,

{Age, RacePerformance,})>,
where Age, Age, denote the attribute Age in Database

Databasg respectively
semPro(Age Age))
= <SOME(LUB), NONE, (D, Dy), >,

where SOME(LUB) denotes a context defined as follows:

where context = lub(& ;(Databasg), Cq.r(Databasg))

and D, # D,
and role-of(Age, context) = role-of(Age, context)
= timePeriod.

5.2 Entity definition incompatibility

assume that the context(s) of the identifiers are defined in
the local schemas, we know that they play tbke of iden-
tification in their respective contexts. Hence, the weakest
possible measure afemantic resemblancapplies, though
stronger measures might apply too.

semPro(SS#, Name) =SOME(LUB), , (D1, Do), >,
where b = Domain(SS#) and Pp= Domain(Name)

and where SS# and Name exist in Databas®l Database
respectively

Cqcs(Databasg) = <(Class,{STUDENTL, ...})
(Identifier, {SS#, ..})>

Cgcr(Databasg) = <(Class,{STUDENT?2, ...})
(Identifier, {Name, ..})>
and SOME(LUB) denotes a context defined as follows:

and context = lub(G. s(Databasg), C,.(Databasg)
and role-of(SS#, context) = role-of(Name, context)
= ldentifiers

5.2.2 Naming conflicts

Semantically alike entities might be named differently in
different databases. For instance, EMPLOYEE and WORK-
ERS might be two objects describing the same set of entities.
They are known asynonymsTypically, mappings between
synonyms can often be establisheith respect taall known
and coherent contexts. In such cases, the objects may be con-
sideredsemantically equivalent

On the other hand, semantically unrelated entities might
have the same name in different databases. For instance,
TICKETS might be the name of a relation which models
movie tickets in one database, whereas it might model traf-
fic violation tickets in another database. They are known as
homonym®f each other. In a manner similar to that demon-
strated in Sect. 5.1.1, their definition contexts can be mod-
eled in a way that they are incoherenith respect toeach

In this section, we discuss the incompatibilities that arise beother. Thus, these objects may be consideseshantically
tween two objects when the entity descriptors used by the obincompatible
jects are only partially compatible, even when the same type
of entity is being modeled. We refine the broad definition of
this class of conflicts given in [CRE87]. We also discuss the5.2.3 Schema isomorphism conflicts
possible semantic similarities with each case (Fig. 8).
Semantically similar entities may have different number of
attributes, giving rise to schema isomorphism conflicts.
5.2.1 Database identifier conflicts
Example.
In this case, the entity descriptions in two databases are INSTRUCTOR1(SS#, HomePhone, OffPhone)
incompatible, because they use identifier records that are INSTRUCTOR2(SS#, Phone)
semantically different. is an example of schema non-isomorphism.

Example.
STUDENTL1(SS#, Course, Grades)

It should be noted that this can be considered an artifact of
the data precision conflictsdentified in Sect. 5.1.4 of this

STUDENT2(Name, Course, Grades)
STUDENT1.SS# and STUDENT2.Name are
semantically different keys.

paper, as the phone number of INSTRUCTOR1 can be con-
sidered to be represented in a more precise manner than the
phone number of INSTRUCTOR2. However, the conflicts
discussed in section 5.1.4 are due to the differences in the

The semantic proximity of objects having this kind of con- domains of the attributes representing the same information
flict depends on whether it is possible to define an abstractioand hence arattribute level conflictsWhereas, conflicts in
to map the keys in one database to another. However, if wéhis section arise due to differences in the way the entities
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INSTRUCTOR1 and INSTRUCTORZ2 are defined in the two ‘Database Identifier Conflicts‘
databases and hence amtity level conflicts

Since mappings can be established between the objects
on the basis of the common and identifying attributes, the
two objects may be considersgmantically related
semPro(Instructar Instructop)
= <ALL, {MIDiMl}v({Dl,SS#l DHomePhones DOffPhone}a

{D2,ss# DPhone}), >,

where M p is a total 1-1 value mapping between £+ and
D2 ss# and represents the mapping between the identifiers
of the two objects.
M; may be a total/partial 1-1/many-one value mapping be-
tween DyomePhoneU DOffPhone and Drhone-

(Semantic Resemblance)

Naming Conflicts

‘Entity Definition Incompatibility ‘

(Semantic
Incompatibility)

(Semantic
Equivalence

Schema Isomorphism Conflicts

(Semantic Relationship)

Missing Data Item Conflicts

L . . i |
5.2.4 Missing data item conflicts (Semantc Relevance)

Fig. 8. Entity definition incompatibilities and the likely types of semantic
This conflict arises when, of the entity descriptors model-Proximities
ing semantically similar entities, one has a missing attribute.
This type of conflict is subsumed by the conflict discussed

in the previous section. A special case of the above conflict <SOME, M, (D1, D2), >, . _
which satisfies the following conditions: where M: STUDENT— GRAD-STUDENT is a partlal 1-1

value mapping
— the missing attribute is compatible with the entity, and and Context = SOME = (type, {graduatg)>
— there exists an inference mechanism to deduce the value
of the attribute.
5.3 Data value incompatibility

Example.
STUDENT(SS#, Name, Type) This class of conflicts covers those incompatibilities that
GRAD-STUDENT(SS#, Name) arise due to the values of the data present in different
STUDENT.Type can have values "UG" databases [BOT86]. These conflicts are different from de-
or "Grad" fault value conflicts (Sect. 5.1.5) and attribute integrity con-
GRAD-STUDENT does not have a type straint conflicts (Sect. 5.1.6) in that the latter are due to the
attribute, but that can be implicitly differences in the definitions of the domain types of the at-
deduced to be "Grad". tributes. Here, we refer to the data values already existing in

the database. Thus, the conflicts here depend on the database

In the above example, GRAD-STUDENT can be thoughtState. Since we are dealing with independent databases, it is

to have a type attribute whose default value is “Grad”. ThenOt necessary that the data values for the same entities in
conflict discussed in this section is different from thefault ~ two different databases be consistent with each other. We

valueconflict in Sect. 5.1.5, which is aattribute level con- IS0 discuss the possible semantic similarities with each case
flict, whereas the conflict discussed here iseaity level (Fig. 9).
conflict The objects may be considersgémantically rele-  gxample.

vant, as proposed below.
Consider two databases modeling the

The definition contexts of the two objects can be definedentity Ship

as: SHIP1(Id#, Name, Weight)
Ca./(STUDENT) = <(type, {graduate, undergradudje-, SHIP2(Id#, Name, Weight)
Caef(GRAD-STUDENT) =<(type, {graduatg)> Consider a entity represented in both

databases as follows:
The context in which semPro(STUDENT, GRAD-STUDENT) SHIP1(123, USSEnterprise, 100)

will be defined as: SHIP2(123, USSEnterprise, 200)
glb(Cye (STUDENT), G, (GRAD-STUDENT)) Thus, we have the same entity for which
= <(type, {graduaté)> SHIP1.Weight is not the same as

The abstraction is then computed by “conditioning” the orig- SHIP2.Weight, i.e., it has inconsistent
inal student abstractiomwith respect tothis new context. Vvalues in the database.
Since every abstraction/mapping is associated with a con-
text, the change in the abstraction as a result of the change
in the associated context is called conditioning and is dis-5.3.1 Known inconsistency
cussed in detail in [KS95b].
In this type of conflict, the cause of inconsistency is known
semPro(STUDENT, GRAD-STUDENT) ahead of time and hence measures can be initiated to resolve
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the inconsistency in the data values. For instance, it might be

known ahead of time that one database is more reliable than (State Semantic Relevance)

the other. This information can typically be represented in

the query context & Here, the similarity of objects depends Data Value Incompatibility }_,‘ Temporal Inconsistency ‘

on the state component of semPro and are hence considered (State Semantic Relevance)

state semantically relevant

C, = <(class, SHIP) (datalten{|d#}) Acceptable '"°°”5‘5te”°‘f
(choose-from{DB1})> (State Semantic Relevance)

semPro(Q, 02) — <Cq, M, (Dl, Dz), (51, Sz)>, :?:ﬁujs Data value incompatibilities and the likely types of semantic prox-

where M is a total 1-1 value mapping between (8,) and
(D2, S) (In this case the default is (R S,)).

C, = <(class,EMPLOYEE) (datalter{Residencg)

. . (epsValue, sameState)
5.3.2 Temporal inconsistency semPro(Q, O,)

In this type of conflict, the inconsistency is of a temporary =<Cq, partial many:)ne value mapping, {ED2), (S, .SZ)>’
nature. This type of conflict has been identified in [RSk91] Where perturb(§e) = S; and ¢ is the discrepancy in the
and has been expressed dsmporal consistency predicéte state of the two objects.

One of the databases which has conflicting values might have

obsolete information. This means that the information stored ) ) .

in the databases is time-dependent. The time lag information-4 Abstraction level incompatibility

(At) can be easily represented in the query contexad _ _ i . ) )
hence the objects may be considestate semantically rel- This class of conflicts was first discussed in [DH84] in the

evant The semPro when evaluatedth respect tocontext ~ context of the functional data model. These incompatibilities
gives the mapping defined below. arise when two semantically similar entities are represented

at differing levels of abstraction. Differences in abstraction
C, = <(class, SHIP) (datalter{\Weight}) (timeLag, At)>  can arise due to the different levels of generality at which an
semPro(Q, O,) entity is rep_resented in the databas_e. They can also aris_e due
=<C,, total 1-1 value mapping, (D D>), (S1, S)> to aggregation gsed both at the_ entity as W_eII as .the_ gttrlbgte
wherqe S(t + At) = Si(b). level. We also discuss the possible semantic similarities with
each case (Fig. 10).

5-33 Acceptable inconsistency 5.4.1 Generalization conflicts

In this type of conflict, the inconsistencies between val- . ) .
ues from different databases might be within an acceptablér hese conflicts arise when two entities are represented at

range. Thus, depending on the type of query being answeredifferent levels of generalization in two different databases.
the error in the values of two inconsistent databases mighgyample.

be considered tolerable. Theleranceof the inconsistency _ .

can be of a numerical or non-numerical nature and can b&onsider the entity "Graduate Students”

easily represented in the query context, @nd hence the Which may be represented in two

objects may be consideratiate semantically relevant different databases as follows:

o , STUDENT(Id#, Name, Major, Type)
Example.Numerical inconsistency GRAD-STUDENT(Id#, Name, Major)
QUERY: Find the tax bracket of an employee. Thus, we have the same entity set

INCONSISTENCY: If the inconsistency in the value of an peing defined at a more general level
employee income is up to a fraction of a dollar it may be, ihe first database.
ignored.

C, = <(class, EMPLOYEE) (datalter{Salary}) The definition contexts of the two objects can be defined as:
(epsValue, [0, 0.99%,  c, ;(STUDENT) = <(type, {graduate, undergraduaje-

where epsValue is a contextual coordinate which models the€,. ;,(GRAD-STUDENT) =<(type, {graduaté)>

level of inconsistency that can be tolerated for the query. The context in which semPro(STUDENT, GRAD-STUDENT)

£ L . is defined is given by:

xample.Non-numerical inconsistency

QUERY: Find the state of residence of an employee. )
INCONSISTENCY: If the employee is recorded as staying ggg%gigg;ﬁ:%;gef (GRAD-STUDENT))
Itﬂeidzlisc;ri]natﬂg i':ngngg?gﬁgv'crﬁa(b%tg iarrwirlg dNew Jersey),The abstraction is then computed by “conditioning” the orig-
9 y may 9 ' inal student abstractiomith respect tothis new context.
6 Additional information on weaker criteria for consistency can be found Thus, STUDENT and GRAD-STUDENT may be consid-
in the literature on transaction models (e.g., see [SRK92]). eredsemantically relevant
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5.5 Schematic discrepancies

Generalization Conflicts

(Semantic Relevance) . . . .
Abstraction Level Incompatibility ‘ This class of conflicts was discussed in [DAODT85, KLK91].

\ It was noted that these conflicts can take place within the
same data model and arise when data in one database cor-
(Semantic Relevance ) respond to meta-data of another database. This class of con-
flicts is similar to that discussed in Sect. 5.3 when the con-
flicts depend on the database state. We now analyze the prob-

Fig. 10. Abstraction level incompatibilities and the likely types of semantic

proximities . - . .
lem and identify three aspects with help of an example given
in [KLK91]. We also discuss the possible semantic similar-
ities with each case (Fig. 11).

semPro(STUDENT, GRAD-STUDENT) Example.Consider three stock databases. All contain the

= <SOME, M, (D, Dy), > closing price for each day of each stock in the stock market.

where M: STUDENT— GRAD-STUDENT is a partial 1-1  The schemata for the three databases are as follows:
value mapping
and Context = SOME =(type, {graduaté)> — Database DB1 :
relation r : {(date, stkCode, clsPrice). }
— Database DB2 :
relation r : {(date, stkl, stk2,..) ...}
— Database DB3 :
relation stkl1 :{(date, clsPrice).. },
These conflicts arise when an aggregation is used in one relation stk2 :{(date, clsPrice).. },
database to identify a set of entities in another database.
Also, the properties of the aggregate concept can be an ag-
gregate of the corresponding property of the set of entitiespg1 consists of a single relation that has a tuple per day
per stock with its closing price. DB2 also has a single rela-
tion, but with one attribute per stock, and one tuple per day,
where the value of the attribute is the closing price of the
stock. DB3 has, in contrast, one relation per stock that has a
e tuple per day with its closing price. Let us consider that the
database and the set of en.t|t|es n stkCode values in DB1 are the names of the attributes, and
another database as follows: ; X
CONVOY(Id#, AvgWeight, Location) in the other databases they are the names of relations (e.g.,

SHIP(Id#, Weight, Location, Captain) stk1, stk2).

Thus, CONVOY in the first database is a
SET-OF SHIPs in the second database.

5.4.2 Aggregation conflicts

Example.

Consider the aggregation SET-OF which is
used to define a concept in the first

Also, CONVOY.AvgWeight is the average 5.5.1 Data value attribute conflict
(aggregate function) of SHIP.Weight . ) . i i
of ships that are members of the convoy. This conflict arises when the value of an attribute in one

database corresponds to an attribute in another database.
Thus, this kind of conflict depends on thiatabase state
In this case, there is a mapping in only one direction, i.e.,Referring to the above example, the values of the attribute
an element of a set is mapped to the set itself. In the othegtkCodein the databasé©B1 correspond to the attributes
direction, the mapping is not precise. When the SHIP entitystk1, stk2... in the databas®B2.
is known, one can identify the CONVOY entity it belongs The mappings here are established between sets of at-
to, but not vice versa. Also, the aggregation can be expressegibutes {O;}) and values in the extension of the other at-
in the definition context of CONVOY using the composition tribute (&). This is possible, however onlyith respect to

of contextual coordinates as follows: the contexts of the databases they are in. The two objects
Ca.(CONVOY) model data at different levels and hence may be considered
= <(member, SHIP) (weight, ...) (location, >>.) to be meta-semantically relevamind theirsemantic proxim-
Cae £ (SHIP) = <(shipweight, ...) (shiplocation, .>), ity can be defined as follows:

whereweight = average(shipweight) and shiplocation = loca-

tion are relationships between the various contextual coordisemPro{O;}, O,) = <context, M, (1, D), (S1, $)>,
nates obtained from the ontology of the domain. where context = glb(& ;(DB1), Cy.r(DB2))

context = glb(G. s(CONVQY), Cy.;(SHIP)) and M is a total 1-1 mapping betwed®;} and S.

semPro(CONVOY, SHIP)
= <context, Aggregation, (R Dy), > 5.5.2 Attribute entity conflict

Thus, CONVOY and SHIP maybe considerseimantically  This conflict arises when the same entity is being modeled
relevant as an attribute in one database and a relation in another
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Data Value Attribute Conflict similarities between objects. These are associations between
objects and types defined in the various databases and can be
(Meta-Semantic Relevance) expressed using operations from a modified object algebra.
The schema correspondences so defined are a part of the se-
Schematic Discrepancies Attribute Entity Conflict mantic proximity between the two objects or types and are
dependent on the context in which the semantic proximity is
(Semantic Relevance) defined.Projection rules which define the relationship be-
tween schema correspondences and semantic proximity are
Data Value Entity Conflict also discussed.

(Meta-Semantic Relevance)

Fig. 11. Schematic discrepancies and the likely types of semantic proxim-6-1 Schemg COfreSpondeDCGS: a uniform formalism for
ities representation of abstraction

We propose a uniform formalism to represent the mappings
database. This kind of conflict is different from the conflicts which are generated to represent the structural similarities
defined in the previous and next subsections, because it dgetween objects having schematic conflicts and some se-
pends on thelatabase schenend not on thelatabase state  mantic affinity. This formalism is a generalization of the
It can also be considered as a part of the entity definition inconcept ofconnectorsused to augment the relational model
compatibility (Sect. 5.2). Referring to the example describedin [CRE87].
in the beginning of this section, the attributiéx1, stkan the
databasdB2 correspond to relations of the same name inGjven two objects @ and @, the schema correspondence
the databas®B3. between them can be represented as

Objects Q and Q can be consideresemantically rele-

vant as 1-1 value mappings can be established between thechCor(0,,0,) = <O, attr(0 1),0,,attr(0 2),M>.
domains of the attribute () and the domain of the identi-

fying attribute of the entity (@). It should be noted that®©  — O1 and G are objects in the model world. They are
is an attribute (property) and,s an entity (class) and their representations or intensional deflnltlons_ in the model
definition contexts are needed to determine the identifying World. They may correspond to class definitions or type
attribute of the entity (©). definitions in a database.

— The objects enumerated above may model information
semPro(Q, O,) at any level of representation (such as the entity or the
= <context, total 1-1 value mapping, {PD,), > attribute level). If an object Omodels information at the
where context = glb(@ ;(DB2), Cy. ;(DB3)) entity Igvel, then attr(Q) denotes the representation of
and D, = Domain(Q) and D, = Domain(ldentifier(Q)). the attributes of Q If O; models objects at the attribute

level, then attr(Q) is an empty set.
— M is a mapping (possibly higher order) expressing the

5.5.3 Data value entity conflict correspondences between objects, their attributes and the

values of the objects/attributes. We use object algebra
This conflict arises when the value of an attribute in one  operations enumerated below.
database corresponds to a relation in another database. Thus,
this kind of conflict depends on tliatabase stateReferring
to the example described in the beginning of this section, thé.1.1 A brief introduction to a limited object algebra

values of the attributstkCodein the databas®B1 corre- ) ) ) ) )
spond to the relationstkl, stk2in the databas®B3. Objects are considered as collections of instances which are

The mappings here are established between set of entflomogeneous and have the same type as the abstract data

This is possible, however ontyith respect tahe contexts of ~ €rations to manipulate objects in a database; these are very

the databases they are in. Thus, the two objects may be cogimilar 7to those in object-oriented database literature (e.g.,
sidered to baneta-semantically relevarind theirsemantic ~ [SZ90])".

proximity can be defined as follows: OSelect(p,0)This operation selects a set of instances of an
object O satisfying a selection predicate, p.

semPro{0O;}, O,) = <context, M, (O, Dy), (S1, S)>, 0Select(p,0) ={0| 0O A p(o)}

where context = glb(& ;(DB1), Cy.(DB2)) makeObject(C,SiBiven a contextual coordinate C and a set

and M is a total 1-1 mapping betweg®;} and $. S (which may be either a set of concepts from an ontol-

ogy, an object or a type domain), it defines a new object

6 Structural similarity: & component with instances having attribute C and a value from the
Y p set S as its value.

of semantic similarity makeObject(C,S) 0| 0.C=sA scS}

In this section, we propose a Uniform_ formalism called 7 when defining and using these operations, performance issues are ig-
schema correspondencegor representation of structural nored in favor of simplicity of description.
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FEDERATION

LEVEL The semantic aspect:The semPro descriptor captures the
Federation  Of Attributes Gy, Cp, o, Ge RWS of the data in the database through context and
Object includes intensional descriptions of:
GO [<GY -GN || [malGA) — objects and their attributes
eve ~ the implict assumptions i the design of the objects
G © prrbues - Aa o — the corﬁ)straints whiF():h the objects ang attributes sJatisfy
Fig. 12. Schema correspondences: association between federation and The federation objects are objects obtained by apply-
database objects ing the constraints in the intensional descriptions to the

database objects.

The data organization aspect: This refers to the actual or-
ganization of the data in the databases, e.g., the tables
and views in a relational database, or the class hierarchy
in object-oriented databases.

The mapping/abstraction aspect: The schCor descriptor,

as defined earlier, captures the association between the

federation objects and the database objects. The associ-

ation uses object algebraic operations to express corre-
spondences between the federation and the database ob-
jects. The evaluation of these associations results in the
retrieval of database objects which satisfy the constraints
specified in the context.

OProduct(Q,0,) Given two objects @and Q, a new ob-
ject is created which has the attributes of both @nd
O, and for every tuple of values intas all the tuples
of values in Q associated with it.

OProduct(@,0,) = {0| (0.A;=01.A; A A; €attr(Oy) A

01 € Op) V (0.A;=02.A; A A, cattr(Gy) A 0 €0y)}
0OJoin(p,Q,0,) This can be thought of as a special case of

the operation OProduct, except that the instances should

satisfy the predicate p.

0Join(p,Q,0;,) = {0| 0cOProduct(Q,0,) A p(o)}

6.1.2 Schema correspondences and context The mapping aspect can be succinctly expressed as

Each information system exports federation objectsdor-
responding to the objects O it manages. The objegta@  SCNCON(Or,0) = Iconter(seMPro(Or,0))
obtained by applying the constraints in the definition context . . . .
Cae(0) to the object O. The user at the federation level seed" the rest of this section, we explain the mapping aspect
only the federation objects. The contextual coordinatesfc ~ With the help of examples. We first define the terminol-

the Gy, ;(O) act as the attributes of The exported objects ogy, operations and the projection rules used to specify the

Oy are associated with the objects and types defined in theemantics of the associations between the federation and

database. This association might be implemented in differen@@base objects, followed by examples illustrating them.

ways by various component systems. We use schema corre-
spondences to express these associations. This is illustrat

d . I
in Fig. 12 %.2.1 Relevant terminology and projection rules

_ e We first enumerate the operations used to specify the as-
schCor(0r,0) = <Op {Ci| Ci € Cacs(0)},0.atr(O).M > sociations between the exported federation objects and the

— Or is the exported federation object of an object O ordatabase objects. We shall use Cntxt, Gntxt to refer to

type T defined in the database. contexts and C, € ... to refer to contextual coordinates.
— The attributes of the object ©are the contextual coor- 0Os, Oy, ... shall be used to refer to actual database objects
dinates of the definition context£(O). whereas @y, Oyr, ... shall be used to denote their counter-

— The mapping operatiomapo (C;,A;) stores the associ- parts exported to the federation. O’, O”, ... shall be used to
ation between contextual coordinate &hd attribute A denote temporary objects to illustrate each step.
of object O whenever there exists one.

— The mapping M between ©and O can be evaluated
using the projection rules enumerated and illustrated inmap,(C,A) The mapping operation which stores the associ-
Sect. 6.2. ation between the attribute C of the exported federation

object O- (which is essentially a contextual coordinate
of the definition context & ;(O) chosen from a domain-
6.2 Schema correspondences: projection of semPro with specific ontology) and the attribute A of the object O.
respect to context SemCOHStrain((Ci,Vi)>,SemPrO(O’,O))The eXported fed-
eration object @ is obtained by iteratively applying the
We discussed in Sect. 3.1 how representing structural simi- constraints in G. (O) to the database object O. Téem-
larities is not enough to capture semantic similarity between Constrainoperation models one iteration, i.e., the appli-
two objects. However, for any meaningful operation to be  cation of one constraint in £,(O) to the database object
performed on the computer, the semPro descriptor between O. Let
two objects has to be mapped to a mathematical expression - semPro(Or,0) be defined with respect tao Cg.¢(O)
which would essentially express the structural correspon- - C; be a contextual coordinate of Cg. ¢(O)
dence between two objects. Our approach consists of the - Cg.f(0) = glb(<(C;,V;)>,Cntxt) (discussed in
following three aspects: Sect. 3.3)

The operations are as follows:
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strConstrain(map (C;,A;),S,schCor(0O’,0)) strConstrailis

semCondition(Cntxt,semProfQD)) In

- semPro(0’,0) be defined with respect taCntxt and

- O’ be a temporary object obtained by applying all the
constraints in Cntxt on O;

then the federation object ©Omay be iteratively defined
as

semPro(G,0)

= semConstrain{(C;,V,)>, semPro(0’,0))

the structural counterpart glemConstrainilt maps the
attributes of the federation object to the attributes of the
database object. It also recomputes the mappings ass
ciated with schCor(0O’,0). This is done by adding a se-
lection condition to the original mapping as follows:

Op = OSelect((A €S,),0),

where there exists a mapping between O’ and O from
schCor(0’,0)

some cases, a
database object O may be associated with another
database objeawith respect tothe contextCntxt The
semConditionoperation modifies the semantic proxim-
ity descriptor bylifting [Guh91] it into a contex{Cntxt)
different from the ongCgy.;(O)) in which it is defined

Projection rules

We describe here a set pfojection ruleswhich specify the
semantics of the projection operation discussed earlier in this
section. The rules specify an algebra based on the operations
discussed above. Here we describe them with the perspective
of the role they play in mapping the federation objects to the
various database objects. A detailed specification of these
rules is presented in the Appendix 1.

gz_ule 1. When the definition context of a database object

is empty, i.e., there are no constraints which the object
should satisfy, it is exported to the federation as it is
without any modifications. This situation is captured by
the Empty Context Rule

Rule 2. The Simple Sets Ruldeals with the case when the

definition context has simple sets of values associated
with each contextual coordinate. Each contextual coor-
dinate is also associated with an attribute of a database
object. The effect of this rule can be achieved with re-
peated applications dRule 3.1but it is used to simplify

the evaluation of the projection operation. An example
of application of this rule is illustrated in Sect. 6.2.2.

in. This operation can be defined iteratively using the g e 3. The exported federation object;Ois obtained by

semConstrain operation.

Let Cntxt = glb(<(C;,V;)>,Cntxty)

semCondition(Cntxt,semPro¢Q0))

= semConstrain{(C;,V;)>,
semCondition(CntxtsemPro(@,0)))

semCombine(CsemPro(0O’,0),semPro(0”",0) In some

cases, the definition context of an object O makes explicit
an association between the database objects O and O
This association is typicallyith respect tahe associa-
tion context between two objects denoted gs,(0;,0).
The semCombineperation models theorrelation of in-
formation from objects O and QOwhich is then exported
as a part of the federation object-OLet

- semPro(Of,0) be defined with respect tao Cg.r(O)

- Cdef(o) = glb(<(ci1Oiocass(oivo))>lcntXt)

- semPro(0’,0) is defined with respect taCnixt

- O’ be a temporary object obtained by applying the con-
straints in Cntxt to O

- O” be a temporary object obtained by applying the con-
straints in C,54(0;,0) to O;r;

then the semPro(@0) can be defined as
semConstrain{(C;,0;0C,;s(0;,0))>,semPro(0’,0))

= semCombine(GsemPro(O’,0),semPro(0O”;9)

where semPro(O”,Q)

= semCondition(G,.(0;,0), semPro(®-,0;))

strCombine{map, (C;,A;),map, (C;,A’;) },schCor(0’,0),

schCor(0”,Q)) strCombineis the structural counterpart
of semCombine. It maps the contextual coordinate C
to the attributes of the database objects O and IO
correlates instances of the two objects. This results in

iteratively applying the constraints in the definition con-
text to the database object O. TBanple Set Constraint
Ruledeals with the case where the constraints in the con-
text are applied iteratively to the database objects. The
termination condition of the iteration is the case when the
context is empty and is covered by tRenpty Context
Rule This rule deals with the case where the constraint
to be applied is of the fornC € S, where C is a con-
textual coordinate and S is a simple set of symbols from
the ontology. This rule may also be used to apply an
arbitrary constraint on a federation object.

Rule 3.1.This rule deals with the case where the con-
textual coordinate in the constraint is not present in
the definition context in which the semPro is defined
and there exists an attribute of a database object cor-
responding to that contextual coordinate.

Rule 3.2.This rule deals with the case where the con-
textual coordinate in the constraint is already present
in the definition context and there exists an attribute
of a database object corresponding to that contextual
coordinate.

Rule 3.3.This rule deals with the case where the contex-
tual coordinate in the constraint is not present in the
definition context and there does not exist an attribute
of a database object corresponding to that contextual
coordinate. An example of application of this rule is
illustrated in Sect. 6.2.3.

Rule 3.4.This rule deals with the case where the con-
textual coordinate in the constraint is present in the
definition context and there does not exist an attribute
of a database object corresponding to that contextual
coordinate.

a join condition used to combine mappings associatetRule 4. In some cases, a database objegtn@y be asso-

with schCor(O’,0) and schCor(O”" Q2

Or = 0Join((A=A";),0’,0") where there exist map-
pings between O’ and O from schCor(O’,0) and between
0" and G from schCor(0",Q)

ciated with another database objeciv@h respect tcan
association context. THeontext Conditioning Ruldeals
with the case where semPrg0;) is conditionedwith
respect tadhe association context. This involves applying
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the constraints in the association context to the federation— Deptypesis a type defined in the database.

object Qf. — The symbols for the contextual coordinatesiployer,

Rule 4.1.The Empty Context Conditioning Rulstates affiliation and reimbursemenare taken from the ontol-
that when the association context used to condition ~0gy. The association with the attributes of EMPLOYEE
the semantic proximity is empty, then the semantic  is stored by the mag Loy re(C, A) operation.

proximity is evaluatedvith respect tathe definition — The symbolgestypes, teaching, research, non-teaching,

context. This means that the federation objegt @ salary and honorarium may either be taken from the

returned as it is without modification. ontology or submitted for inclusion into the ontology by
Rule 4.2.The Constraint Conditioning Rul@eals with the database administrator.

the case when the constraints in the association con- . . _ _ o

text are applied to the federation objectzOitera- As discussed in Sect. 6, we associate with definition con-

tively. The termination condition of this iteration is text an object EMPLOYER which is exported to the fed-

when the association context is empty and is covereceration of databases.
by the Empty Context Conditioning Rule semPro(EMPLOYEE ,EMPLOYEE)
Rule 4.3.The Context Conditioning and semCombine = <Cgcs(EMPLOYEE),M,(dom(EMPLOYEE),dom(EMPLOYEE)),>,
Ruledeals with the case when the semantic proximity where M is a mapping between the domains of the two objects. The mapping
- . . . - . relates information in the ontology to data in the database. The projection
_d_escnptor_ls a co_mbmatmn of tWQ seman'qc proxim- ;" ated in Fig. 13.
ities combined using theemCombineperation. The

. . . Simple Sets Rule =
semantics of theemCombine Rulare given by Rule 1o, (8 PLOY £ 12)(SeMPTOEMPLOYER, EMPLOYEE))

5. = schCor(EMPLOYER EMPLOYEE)

Rule 5. In some cases, the definition context of an object O= <EMPLOYEEr,{employer,affiliation,reimbursemenEMPLOYEE,

makes explicit an association between the database ob- {mapem pLOY EE(employer,Dept),

jects O and @ This association is typicallwith respect maps v proy eE (@ffiliation,Affiliation),

to the association context between two objects denoted MapoaspLoy pr(feimbursement,SalaryTypeM>

as G,.(0;,0). The semCombine Ruleeals with this M = EMPLOYEEy = OSelect(p,EMPLOYEE)

case and results in the generation and combination of = (Depte[Depwpesu{ﬁ%ﬁiﬁﬂgn  {teaching research non-each
two semantic proximities. An example of application of A(SalaryTypg);E {Salary”honorariu,}])g

this rule is illustrated in Sect. 6.2.4.

Rule 5.1. This rule maps the contextual coordinate to the
attributes in the different objects and performs theg 2 3 pomain augmentation: representing extra information
correlation of the instances of the two objects. The

two attributes may either satisfy the equality predi- In this section, we demonstrate an interesting case where

RuIgaStezo'lr'r?g)C/:g(t)?girn\;vglgg:;n%dsiﬁgendléifdeéals with extra informationcan be stored with the intensional descrip-
- P . tions of objects. This extra information is represented as a

the spemal_case where the cont_e_xtual coordinate Ntonstraint at the federation level. Consider the constraint:
the constraint may be a composition of two contex- - : .
all publications have research areas that are associated with

wal coordinates. Each of the contgxtual Cc.)ord'natedepartments. This may be used to make inferences about
parts may or may not be mapped into attributes of

database objects. An example of application of thisdatab_ase content, without actually ac_ces_sing _the database.

rule is presented -in Sect 6.25 Consider a query that asks for all publications in a research
T area not associated with a department. The answer to the

query is an empty set which can be determiméthout ac-

tually accessing the database.

The constraint involving research areas can be repre-
. sented in G.(PUBLICATION) and expressed using the
In Sect. 3.2, we chose the contextual coordinates &hd contextual co{)rdinateesearchAreaHowever, the informa-

their values Vs from an ontology. We lllustrate with the tion about the research areas of a publication is not modeled
help of an example how concepts in an ontology may beb the existing database object

mapped to the actual data in the database. Thus, the user BLICATION(Id, Title, Journal).

the federation level can view the information in the databasel.he definition context of the obiect PUBLICATION is de-
with the help of concepts from a domain-specific ontologyfined as: )

without being aware of the underlying format of the data. Cu.;(PUBLICATION) = <(researchAre®eptypeg> where
Example. Consider an object EMPLOYEE defined in a Deptypesis a type defined in the database.
database as follows: The query discussed above can be processed without ac-
EMPLOYEE(SS#,Name,Dept,SalaryType,Affiliation) cessing the database if the constraint involving research areas
is part of the exported federation object. Because the contex-
The definition context of the object EMPLOYEE may be tual coordinateesearchAreas not modeled in the database,
defined as: the projection algorithm creates a new object correspond-
Cie;(EMPLOYEE) = <(employer,Deptypes{restype$]) ing to the research areas by using thakeObjecbperation.
(affiliation,{teaching,research,non-teachiig This new object is then associated with the database object
(reimbursemen{salary,honorariurf)> PUBLICATION by using theOProductoperation. The above

6.2.2 Using ontology for an intensional description of data
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semPro(EMPLOY EE;, EMPLOY EE)

<C,; (EMPLOYEE), M, (dom(EMPLOYEE), dom(EMPLOYEE)), >

PROJECTION

Y

Gy (EMPLOYEE)

= <(employer, [Deptypes U {restypes}] )
(affiliation, { teaching, research, non-teaching})

(reimbursement, { salary, honorarium})>

\l
schCor(EMPLOYEE;, EMPLOYEE)
<EMPLOY EE;, { employer,affiliation,reimbursement} , EMPLOY EE,

M <=>EMPLOYEE. = OSAGI'\?%(

Defpt_IN [Dept Pesu_{
Affiliation IN {teaching, ncc);p
AND (SalaryType IN {salary,honorarium} ), EMPLOYEE)

{ Dept,Affiliation,SalaryType} , M>

r&eearch%] ) )
research,non-teachi

Fig. 13. Mapping EMPLOYERE: to object EMPLOYEE in the database

results in the augmentation of the domain of the database ol$.2.4 Representing relationships between objects

ject PUBLICATION and is expressed in Appendix(Rule
3.3).

dom(PUBLICATIONg) C dom(ld)xdom(Title)
x dom(Journal)x Deptypes

In this section, we illustrate with the help of an example
how context can be used to capture relationships between
objects which may not be represented in the database. We
illustrate a case where the definition context of the ob-

The projection operation is diagrammatically illustrated in ject HAS-PUBLICATION captures its relationships with an-

Fig. 14.

[A ] semPro(PUBLICATION=,PUBLICATION) is evaluatedvith respect

to Cy. s (PUBLICATION). The definition context expresses extra infor-

mation about the object PUBLICATION not modeled in the database.

This step illustrates the augmentation of dom(PUBLICATION). Let:

- Cgef (PUBLICATION) = glb(<(researchArea, Deptypes)>, <>)

- semPro(PUBLICATION’,PUBLICATION) be defined with respect to< >

- PUBLICATION’ be a temporary object

The domain augmentation takes place as follows:

Simple Set Constraint Rule (New Constraint, Non-existing attribute) =

(step [B])

semPro(PUBLICATION:-,PUBLICATION)

= semConstrain{(researchAre®eptypeg>,

semPro(PUBLICATION’,PUBLICATION}))
— Let M’ be the mapping between PUBLICATION’ and PUBLICA-

TION returned by stefiC].
The constraint about research areas is incorporated in the exporte
federation object PUBLICATIOM by using the mapping M. The
evaluation of the mapping is illustrated in stgpsE].
The resulting augmentation of the domain of the object PUB-
LICATION is reflected in the definition of the modified semPro
descriptor:

semPro(PUBLICATION-,PUBLICATION)
= <Cge;(PUBLICATION),M,
(dom(PUBLICATION), dom(PUBLICATION) x Deptypes, >

[C ] Empty Context Rule =
M’ = PUBLICATION'=PUBLICATION

[D,E ] Simple Set Constraint Rule (Rule 3.3) =

schCor(PUBLICATIONz,PUBLICATION)
= strConstrain{researchArepDeptypes
schCor(PUBLICATION’,PUBLICATION))

M =PUBLICATIONg
=OProduct(makeObject(researchAReptypeg,

PUBLICATION")
=OProduct(makeObject(researchAeptypeg,PUBLICATION)

other database object EMPLOYEE in an intensional man-
ner. These relationships amt storedin the database and
the evaluation of the semPro descriptor result@xtra in-
formationbeing associated with the federation object HAS-
PUBLICATIONFE. A naive user will ordinarily not be aware
of this relationship.

Example. Consider objects EMPLOYEE and PUBLICA-
TION defined earlier and an object in the same database
which represents a relationship between employees and the
publications they write, HAS-PUBLICATION(SS#,1d)
Cier(HAS-PUBLICATION)

= <(author,EMPLOYEE < (affiliation,{research)>)>

This evaluation of the semPro descriptor has been diagram-
matically illustrated in Fig. 15.

FA ] semPro(HAS-PUBLICATION-,HAS-PUBLICATION) is evaluated

with respect toCg, s (HAS-PUBLICATION).

The definition context makes explicit the relationship between HAS-

PUBLICATION and EMPLOYEE. This step illustrates how the cor-

relation of the instances of EMPLOYEE and HAS-PUBLICATION is

done to satisfy the constraints in the definition context. Let

- Cge f (HAS-PUBLICATION)

= glb(< (author,EMPLOYEE
0Cqss(EMPLOYEE,HAS-PUBLICATION))>,<>)

- semPro(HAS-PUBLICATION',HAS-PUBLICATION) be defined with re-

spect to<>

- Cass(EMPLOYEE,HAS-PUBLICATION)

= <(affiliation,{research})>

- HAS-PUBLICATION’ be a temporary object

- EMPLOYEE’ be a temporary object obtained by applying the constraints

in Cass(EMPLOYEE,HAS-PUBLICATION) to EMPLOYEE i

semCombine Rule =

semPro(HAS-PUBLICATION:,HAS-PUBLICATION)
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semPro(PUBLICATION,, PUBLICATION) (A]
<C, (PUBLICATION), M, (dom(PUBLICATION; ), dom(PUBLICATION)X Deptypes), >

G PROJECTION %1-—‘ —==»rConstrain | 1D /

semConstrain Gy (PUBLICATION) /
! l researchArea || Deptypes|
f‘<(r&searchArea, Deptypey> ‘
! [C]

SemPro(PUBLICATION’, PUBLICATION)
<<>, M’, (dom(PUBLICATION'), dom(PUBLICATION)), >

PROJECTION <>

schCor(PUBLICATION' ,PUBLICATION)

<PUBLICATION’, {}, PUBLICATION,{} M’ >
M’ <=>PUBLICATION’ = PUBLICATION

w PROJECTION [E]
Al
SchCor(PUBLICATION; , PUBLICATION)

<PUBLICATIONL, {researchArea}, PUBLICATION, {researchArea}, M>
M <=> PUBLICATION, = OProduct(makeObject(researchArea, Deptypes),PUBLICATION’)
= OProduct(makeObject(researchArea, Deptypes), PUBLICATION)

Fig. 14. Domain augmentation: mapping PUBLICATIQNto object PUBLICATION in the database

semPro(HAS-PUBLICATION ,HAS-PUBLICATION)

M <=>HAS-PUBLICATION = OJoin((SS# = SS#),HAS_PUBLICATION,
OSeIect((AfflllatlonIN{r@earch})AND( .) AND (..., EMPLOYEE))

<(author, EMPLOY EEo<(affiliation, { research})>)>

[A]

semCombine

<(affiliation, { research})>

<>
g q

semPro(HAS-PUBLICATION’, ;

( HAS PUBLICATION) semPro(EMPLOYEE' EMPLOY EE)
M’ <=>HAS-PUBLICATION’ Wectl(:(%fflllanon IN {research}) AND

= HAS-PUBLICATION (Dept IN ...) AND (SdlaryTypeIN ...), EMPLOYEE)

semConstrain (D]
<(affiliation, { research})> semCongiition |

C.(EMPLOYEE)

semPro(EMPLOY EE;, EMPLOY EE)

M’ <=>EMPLOYEl
=OSelect((Dept IN ...) AND  (Affiliation IN ...) AND
(SalaryTypeIN ...), EMPLOYEE)

[E]

Fig. 15. Correlation of information between HAS-PUBLICATION and EMPLOYEE

= semCombine(author, — mapgas—puBLIicATION (author,SS#)
semPro(HAS-PUBLICATION',HAS-PUBLICATION), Rule 5.1 =
semPro(EMPLOYEE’,EMPLOYEE)) M = HAS-PUBLICATIONf =
) 0Join((SS#=SS#),HAS-PUBLICATION’,EMPLOYEE’)
— Let M’ be the mapping between HAS-PUBLICATION’ and HAS- - OJOIn((SS#:SS#),HAS-PUBL|CAT|ON,EMPLOYEE')
PUBLICATION returned by stefpB]. ... M’ From step [B]
— semPro(EMPLOYEE’,EMPLOYEE) = OJoin((SS#=SS#),HAS-PUBLICATION,
= semCondition(Gss(EMPLOYEE,HAS-PUBLICATION), OSelect((Affiliatiore {research)A(...)A(...),EMPLOYEE))
semPro(EMPLOYER,EMPLOYEE)) ... M" From step [C]
Let M” be the mapping between EMPLOYEE' and EMPLOYEE
returned by stefC]. [B ] Empty Context Rule =

— mapen proy kg (author,SS#) M’ = HAS-PUBLICATION’=HAS-PUBLICATION
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[C ] In this step, we show how the constraints in the association context
are applied to the federation object EMPLOYEEThis is donebefore
correlation of the instances of EMPLOYEE and HAS-PUBLICATION,
as only employees who are researchers have publications.
Cuss(EMPLOYEE,HAS-PUBLICATION)
=glb(< (affiliation,{research)>, <>)

Constraint Conditioning Rule =
semCondition(Gss(EMPLOYEE,HAS-PUBLICATION),
semPro(EMPLOYER, EMPLOYEE))
= semConstrain{ (affiliation,{research)>,
semCondition >,semPro(EMPLOYER ,EMPLOYEE)))
.... lllustrated in step [D]
= semConstrain{ (affiliation,{research)>,
semPro(EMPLOYER, EMPLOYEE))
.... Empty Context Conditioning Rule
Let M™ be the mapping returned by stdg] between EMPLOYER
and EMPLOYEE.
Rule 3.2 =
M” = EMPLOYEFE’
=OSelect((Affiliatiore { research),EMPLOYEEg)
= OSelect((Affiliatiore {research),
OSelect((Affiliatione{research,teaching,non-teachijug(...)A(...),
EMPLOYEE)
.... M” From step [E]
= OSelect((Affiliatiore {research)A(...)A(...),EMPLOYEE)

[E ] This step illustrates the association between the federation object

EMPLOYEEr and the database object EMPLOYEE and has been

discussed in detail in Sect. 6.2.2. The association is given by:

M” = EMPLOYEEg

=OSelect((Affiliatiore { research,teaching,non-teachiig(... )A(...)),
EMPLOYEE)

6.2.5 Composition of contextual coordinates: representing
extra information

In this section, we illustrate an example in which the infor-
mation that the contextual coordinagsearchinfds a com-
position of two contextual coordinatese¢earchAreaand
journalTitle) is obtained from the ontology of the domain.

- Cde £ (PUBLICATION)
= glb(<(researchInfoJOURNALo < (researchArea,Deptypes)
(journalTitle,JournalTypes)>)>,<>)

- semPro(PUBLICATION’, PUBLICATION) be defined with respect to< >
- Cass(JOURNAL,PUBLICATION)

= <(researchArea,Deptypes) (journalTitle,JournalTypes)>

- PUBLICATION'’ be a temporary object

- JOURNAL' be a temporary object obtained by applying the constraints
in Cqss(JOURNAL,PUBLICATION) to JOURNAL

semCombine Rule =

semPro(PUBLICATION-,PUBLICATION)
= semCombine(researchinfo,
semPro(PUBLICATION’,PUBLICATION),
semPro(JOURNAL’,JOURNAL))

— Let M’ be the mapping between PUBLICATION’ and PUBLICA-
TION returned by stefjB].
— semPro(JOURNAL’,JOURNAL)

= semCondition(Gss(JOURNAL,PUBLICATION),
semPro(JOURNAL:, JOURNAL))

Let M” be the mapping between JOURNAL’ and JOURNAL re-
turned by stefC].

[B ] Empty Context Rule =

The mapping M’ associated with
schCor(PUBLICATION’, PUBLICATION) is
M’ = PUBLICATION'=PUBLICATION

[C ] Cuss(JOURNAL,PUBLICATION)

= glb(<(researchArea,Deptypes)
glb(<(journalTitle,JournalTypes),<>))

2 applications of Constraint Conditioning Rule and 1 application of Empty
Context Conditioning Rule =
semCondition(Gss(JOURNAL,PUBLICATION),
semPro(JOURNAI,JOURNAL))
= semConstrain{(researchArea,Deptypes)
semConstrain{ (journalTitle,JournalTypes),
semPro(JOURNAIz,JOURNAL)))
2 applications of Rule 3.2 and Cge (JOURNAL) = <> =
The mapping M” associated with schCor(JOURNAL’,JOURNAL) is
M” = JOURNAL’
= OSelect((AreaDeptypes)A(TitlecJournalTypes),JOURNAL)

This is then used to correlate information between the ob{D 1semPro(PUBLICATION-,PUBLICATION) is evaluated by applying

jects PUBLICATION and JOURNAL. However, the con-

textual coordinate researchArea has not been modeled for

the object PUBLICATION. Thus, this results &xtra infor-

the Coordinate Composition Rul@he final result is illustrated in step

[E]. This step illustrates how information about the research areas of
the publications is propagated to PUBLICATION, even though there
is no information about research areas stored in the object PUBLICA-

mationabout the relevant journals and research areas being TION. This is achieved by the composition of contextual coordinates

associated with the object PUBLICATIONyen though no
information about research areas is modeled for PUBLICA-
TION.

Example.Consider a database containing the following ob-

jects:

PUBLICATION(Id, Title, Journal) G.s(PUBLICATION)

= <(researchinfo,JOURNAL <(researchArea,Deptypes)
(journalTitle,JournalTypes))>

JOURNAL(Title, Area) where G ;(JOURNAL) = <>

The correlation of informationis illustrated diagrammati-

cally in Fig. 16.

[A ] semPro(PUBLICATION=,PUBLICATION) is evaluatedvith respect
to Cge s (PUBLICATION)
The definition context makes explicit the relationship between PUB-
LICATION and JOURNAL. This step illustrates the generation of the
two semPro descriptors, one for applying the remaining constraints in
Cgey(PUBLICATION) to PUBLICATION and the other for applying
the constraints in &s(JOURNAL,PUBLICATION) to JOURNALg.
Let

obtained from the domain ontology.

— researchinfo = compose(researchArea,journalTitle)

Coordinate Composition Rule =

mappyBLicarion (researchinfo,X)

= compose(mapy pr.rc arron (researchArea,NA),

mappy BL.1c AT 10N (jOUrnalTitle,Journal))
map;ou rn AL (researchinfo,Y)
= compose(mapoy rn AL (researchArea,Area),
maprou rN Az (journalTitle, Title))

— The mapping M associated with

schCor(PUBLICATIONz,PUBLICATION) is given by:

strCombine{mappy sr1c aT10 N (researchinfo,X),
mapyou rN AL(researchinfo,Y),
schCor(PUBLICATION',PUBLICATION),
schCor(JOURNAL',JOURNAL))

M = PUBLICATION =
0Join((X=Y),PUBLICATION’, JOURNAL")

= OJoin((researchArea=AregTitle=Journal),
PUBLICATION’, JOURNAL')
= OJoin((researchArea=AregTitle=Journal),
PUBLICATION, JOURNAL’)



299

,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,, :
[AMma JOURNA L o<(researchArea,Deptypes)

semCombine (journal Title, Journal Types)>)> [D]
PROJECTION — strCombine |
{compose(researchArea,Journal),
researchinfo <> compose(Area, Title) }

|

|

|

|

|

|

[B] 1
| semPro(PUBLICATION', PUBLICATION) | | (reseercharenDeptypes |
(journal Title, Journa Types)> \

[C] ‘
|

|

|

|

|

|

|

|

semPro(JOURNAL’ , JOURNAL)

<(researchArea,Deptypes)
(JournalTitle, Journal Types)>

<> PROJECTION PROJECTION

schCor( PUBLICATION', PUBLICATION) = O oA e SRNAL)

M’ <=>PUBLICATION’ =PUBLICATION |

schCor(JOURNAL’, JOURNAL)
M’* <=>JOURNAL

[E] PROJECTION
schCor(PUBLICATION, PUBLICATION)

M <=> PUBLICATION.

= OJoin((researchArea=Area) AND (Title = Journal), PUBLICATION,
OSelect((ArealN Deptypes) AND (Title IN Journa Types), JOURNAL))

Fig. 16. Correlation between PUBLICATION and JOURNAL due to composition of contextual coordinates

... mapping M’ from step [B] incomplete information from the database. We can use inten-
= OJoin((researchArea=Area|Title=Journal), PUBLICATION, sional descriptions in an attempt to describe incomplete in-
OSelect((AreaDeptypes)\(Titlee JournalTypes) JOURNAL)) formation and to avoid the problems associated with NULL

.... mapping M” from step [C] values

The constraintesearchArea € Deptypes propagates to PUBLI-  Example.Consider the following definition context of the
CATION. This is because when the correlation takes placeypject PUBLICATION.

between JOURNAL and PUBLICATION (refer to st@g]):
Cacf(PUBLICATION)

— only journals belong to the research areas correspond= <(title,{x|substring(x) ="abortion})>

ing to the departments are selected (OSelect((Area IN ) , .
Deptypes) AND ... ,JOURNAL)) This represents a constraint on the instances of the object

— the join condition (Tltle — Journal) ensured that only PUBLICATION such that all the titles should have the word

those articles which are from the research areas corre.220rtion” in them. This does not specify the title of each in-

sponding to the departments are exported to the feder stance of PUBLIC_ATION cqmpletely. This information can
tion e represented with the object PUBLICATI@Nt the fed-

(OJoin((researchArea=Area) AND (Title = Journal), ...)) eration level and can help in querying the database in face

— this is achieved despite the attribute Area not being mod—Of incomplete information.
eled for PUBLICATION. Thus, there is selective and
implicit domain augmentatiof Deptypes to PUBLI- L
CATION through the join condition. 6.3 Applications of context

In Sect. 6.2, we defined and illustrated with examples the
. , . ) relationship between schema correspondences and semantic

6.2.6 Representation of incomplete information proximity. We have definegbrojection ruleswhich define

schema correspondences as the projection of the semPro de-
The intensional description of the definition contexts can bescriptor with respect tothe context. Earlier work on map-
easily used to represent incomplete information. Traditionalping intensional descriptions of concepts to SQL queries on
database approaches have used NULL values to represerdlational databases has been reported in [BB93]. In our ap-
incomplete information. The semantics of NULL values is proach, however, the mappings expressed using object alge-
not always clear (e.g., a NULL value can mean unknown orbra operations are also associated with the intensional con-
not applicable) and this can be a problem while retrievingtextual descriptions. Whenever the context changes, we also
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keep track of the associated changes in the schema corre~ Ouksel et al. [ON93] represent context as a collec-
spondences. Rules modeling the changes in the schema cor- tion of ISCAs (interschema correspondence assertions),
respondences (and hence the mappings) due to changes in which are essentially structural correspondences between
context are presented in [KS95b]. schema elements in different databases. In our approach,
We look at examples in which the semPro descriptors are  schema correspondences are associated with the context
lifted [Guh91] to different contexts. Lifting a semPro to a and are not considered part of the context. They are used
different context means re-evaluating the semPro in a context to relate semantic information with the actual data in the
which is different from the one it was defined in first. We database
show in [KS95b] how query processing can be implemented — the meta-attributes and their values are taken from the
by the comparison of the definition contexts of the objects  ontology of the application domain being modeled by the
in the database with the query context. We have illustrated: database. Issues of combining ontologies and scalability
are discussed in [MKSI96, MKIS96, KS96]
— how the modification of schema Correspondences due to_ we have also defined Operations to compare the Speci_
changes in context lead toformation-focusing ficity of contexts, and to manipulate and reason about
— how changes in the definition context of one object leads  them. Based on the partial order induced by the speci-
to the modification of schema correspondence of a re- ficity relationship, we organize the contexts as a meet
lated object semi-lattice. Inferences on a new contexith respect
— how constraints from the query contexts can be applied to the knowledge present in the context set can now be
to an object stored in a database. This results in mod-  supported by determining its position in the semi-lattice
ification of the schema correspondences and results in

information focusing We have expressed our context descriptions using DL
— how the query context can form the basis of correlationexpressions. Well known DL systems are KL-ONE [BS85],
of information across different databases LOOM [Mac87], BACK [vLNPS87] and CLASSIC

[BBMR89]. We are investigating the use of CLASSIC as
the DL system for representing context. The advantage of

7 Related work using CLASSIC is that it is sufficiently expressive and has
a polynomial time classification algorithm.

A simple observation made by various researchers in the Classification or taxonomies sthematic differencesp--
field of multidatabases, which is also the central premisg®®@ in [DH84, BOT86, CRE87, KLK91, KS91]. In this
of this paper is that it is essential to associate abstracP@Per, we present what we believe is a comprehensive tax-
tions/mappings between objects with the context of com-2nemy of schematic conflicts which subsumes most of the
parison to capture semantic similarity. Some significant at{&xonomies found in literature (Table 3 in Appendix 2). We
tempts are theemantic proximity proposal by Sheth and refl_ned the_ _broad deflnltl_o_n_ of qloma_un incompatibility and
Kashyap [SK92], theontext-building approach by Ouksel entity .defInItIOI’? mcompatlpmty givenin [CRES?]. Ogr clas_—
and Naiman [ON93], theontext interchangeapproach by sification consists of conflicts arising out of inconsistencies
Sciore et al. [SSRQé] and thesmmon conceptsapproach in the database state [BOT86], conflicts due to representation

by Yu et al. [YSDK91]. We have related the above attemptsat diffgring levels of abstraction [DH84] and conflict_s when

to semantic proximity. data in one database corresponds to meta-data in another
There have been attempts to use an attribute-value-baséBAODT8S, KLKI1].

representation for capturing similarities in various areas of

research. Larson et al [LNE89] use a set of fixed descrip- .

tors to capture similarities between attributes. Sciore et aP Conclusions and future work

[SSR92] use meta-attributes to represent context. In linguis-

tics [CMG90], context has been represented using a set ofin essential prerequisite to achieving interoperability in a

context coordinates subject to certain conditions. Similar atmultidatabase environment is to be able to identify seman-

tempts have also been made for documents in text retrievdically similar data in different database systems. Another

(using thematic roles) [VD92] and for clustering similar ob- key issue attracting wide attention with attempts to build a

jects (using code words) in [ML92]. We have abstracted outhational information infrastructure, is the issue of querying a

the commonalities in these approaches in our representatidarge number of autonomous databases without prior knowl-

of context. However, we differ from Sciore et al. [SSR92] edge of their information content. It is therefore important to
and Ouksel et al. [ON93] in the following aspects: capture the semantic content of these databases in as explicit

a manner as possible.

— Sciore et al. [SSR92] represent the context at the exten- We discussed the inadequacy of structural similarity and
sional level, i.e., at the level of data values and objecthow semantics cannot be captured by purely mathematical
instances. We represent context at an intensional leveformalisms. This led us to make a case for the explicit iden-
i.e., at the level of the database schema. This gives us atification and representation of context in a multidatabase
opportunity to represent constraints about objects whicrenvironment. We define the concepts#mantic proximity
cannot be captured at the extensional level. We also viewising which we represent the degrees of semantic similari-
the context of an object asallection of constraints on ties between the objects [SK92]. Thentextof comparison
an objectwhich may not be represented in the databaseof these objects is the fulcrum of the semantic proximity. We
schema propose an explicit though partial representation of context
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in a multidatabase environment. We have also defined thalso looking into re-using well-established metadata stan-
concept ofschema correspondencassing which we repre- dards and classification taxonomies as domain-specific on-
sent the structural similarities between objects. tologies as intensional descriptions of information content in
We demonstrate the reconciliation of the dual schematiche databases.
vs semantic perspectives. This is done by associating the A complementary problem is that of presenting the on-
mapping/abstraction between objects in different databasewlogies to the user in a methodical manner to enable him/her
with the context of the semantic proximity defined betweento construct the query contexts for retrieving information
them. This association enables us to determine qualitativérom a federation of databases. Tools to present these on-
measures of semantic similarity such eguivalence, rela- tologies to users and information system designers must be
tionship, relevance, resemblance and incompatibéityl de-  developed to facilitate context design and representation.
velop a semantic taxonomy. We also enumerate the various There should be an agreement on the meaning of the
schematic heterogeneities and the possible semantic similaterms used in the ontologies for construction of the defini-
ities between them. tion contexts on one hand and those used in the ontologies
We have also defined the conceptschema correspon-  for the construction of the query contexts on the other. Thus,
dences using which we represent the structural similarities either a common ontology is required, or the correspondence
between objects. Though it is known that representing struchetween the terms in the various ontologies needs to be es-
tural similarities is inadequate to capture semantic similaritytablished. We are experimenting with utilization of termino-
between two objects, for any meaningful operation to be periogical relationships between terms across ontologies. The
formed on the computer, the semPro descriptor between tw@BSERVER system [MKSI96] usingynonynrelationships
objects has to be mapped to a mathematical expression whidb a step in this direction. A proposal to extend the system

would essentially express the structural correspondence béy usinghyponymandhypernynrelationships has been pre-
tween them. We have defined the schema correspondenceented in [MKIS96]. We plan to extend the system to utilize

as a projectiorwith respect tacontext of the semantic prox-
imity between the objects.

Besides helping to reconcile the semantic and the strucfuture.
tural perspectives, it also enables us to represent extra knowl-
edge about the database objects. This includes domain-

specific constraints obtained from an ontology and im-References
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Appendix 1 Detailed specification of projection rules

semPro(Q@r,0;) = <Cntxt,M,(dom(Qr),dom(Q)), >

I cntrt(s€MPro(@r,04)) = schCor(Qr,01)
= <0yr,{C;| C; €Cnixt},Op,attr(0r),M>

Rule 1. Empty Context Rulé.e., Cntxt =<>
schCor(QF,Ol) = <01r,0,01,6,M> = M = O1p=0q

Rule 2. Simple Sets Rulée., Cntxt =<(C1,S;)...(Cx,Si)> schCor(Qr,01)
= <O01r {C;|C; €Cnixt},01,{A;|mapy, (C;,A;) exists,M>
M = O;r=0Select(p,@), where p= (A1 €S1) A..A (Ar €Sk)

Rule 3. Simple Set Constraint Rylehen Cntxt = glb&(C;,S;)>,Cnixt)
semPro(Qr,0;) = semConstrain{(C;,S;)>,semPro(0’,Q))
where semPro(O’,9) is definedwith respect taCntxt; and
O’ is a temporary object obtained by applying constraints in Graxkt

01 schCor(QF,01) = IIcn izt (SemConstrain¢ (C;,S;)>,semPro(0’,@))

= strConstrain(map, (C;,A;),S;,schCor(0’,Q))
where the mapping M’ associated with schCor(Q) @& given by:
M’ = O'=0Select(p,Q)

Rule 3.1. New Constraint, Existing Attribute
i.e., G ¢Cntxt;, map, (C;,A;) exists.
The Mapping M associated with schCog(QO;) is given as: M
= O;p=0Select((A €S;),0")
=0Select((A €S;),0Select(p,®))
=0Select((A €S;)Ap,01)
Rule 3.2. Existing Constraint, Existing Attribute
i.e., G eCnixt;, map, (C;,A;) exists.
Suppose (G,S’;)eCntxty.
Then the mapping M’ associated with schCor(Q)@ay be writ-
ten as:
M = O'=0Select(pA(A; €S';),01) where p= p'A(A; €S;).
The mapping M associated with schCot¢0O;) is then given as:
M= OlF=OSeIect((6 ESj),O')
=0Select((A €S;), OSelect(pA(A; €S';),01))
= OSelect(pA\(A; €S;NS’;),01)
Rule 3.3. New Constraint, Non-existing Attribyte
i.e., G ¢Cnixt;, map,(C;,A;) does not exist.
The mapping M associated with schCof{Q0;) is given as:
M = O;r=OProduct(makeObject(CS;),0’)
=OProduct(makeObject(CS;),0Select(p,®))
Rule 3.4. New Constraint, Non-existing Attribyte
i.e., G €Cntxty, map,(C;,A;) does not exist
Suppose (G,S’j)eCntxty,
then the mapping M’ associated with schCor(Q)@ay be writ-
ten as:
M’ = O’=OProduct(makeObject(CS;),0Select(p’,Q))
The mapping M associated with schCof¢Q0O;) can be then
given as:
M = O;=OProduct(makeObiject(CS;),0")
= OPro duct(makeObject(CS;),
OProduct(makeObject(CS’;), OSelect(p’,Q)))
= OProduct(makeObiject(CS;NS’;),0Select(p’,Q))

Rule 4. Context Conditioning Ruld.e.,
semCondition(CntxtsemPro(@g,01))

Rule 4.1. Empty Context Conditioning Ruylee., Cntxj = <>
semCondition(CntxtsemPro(@r,01)) = semPro(@r,01)
Rule 4.2. Constraint Conditioning Ruld.e. Cntxg
= gIb(<(Cj,Sj)>.Cntxt2)
semCondition(CntxtsemPro(@g,01))
= semConstrair{(C;,S;)>,
semCondition(Cntg,semPro(@g,01)))
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relationships among attributes for interoperability of multi-
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I cniat, (SemConstrain¢(C;,S;)>,
semCondition(CntstsemPro(@r,01))))
= strConstrain(mag,(C;,A;),S;,
IIcnizt, (semCondition(CntstsemPro(@r,01))))
Rule 4.3. Context Conditioning and semCombine Riile.,

semCondition(CntxtsemCombine(g
semPro(0’,Q@), semPro(0",Q)))

= semCombine(gsemCondition(CntgtsemPro(0O’,Q)),

semCondition(CntxtsemPro(O”,Q)))

I cniet, (SemCombine(&
semCondition(CntxtsemPro(0’,Q@)),
semCondition(CntitsemPro(0”,Q))))

= strCombine{mapo, (C;,A;).map, (C; A';)},

IIcniet, (SemCondition(CnbgtsemPro(0’,Q))),

I cniet, (sSemCondition(CnbgsemPro(0”,Q))))

Rule 5. semCombine Rulé.e.,
Cntxt = glb(<(C;,0;0Cgs5(0;,01))>, Cnixt)
semPro(Qg,01) =
semConstrain¢(C;,0;0C,s5(0;,01))>,5emPro(0’,Q))
= semCombine(gsemPro(0’,Q),
semCondition(Gss(0;,01), semPro(Qr,0;)))
where semPro(O’,9 is definedwith respect toCntxt; and O’ is a
temporary object obtained by applying all the constraints in Gritxt
0O
I ¢ (SemCombine(GsemPro(O’,Q),
semCondition(Gss(0;,01), semPro(Qr,0;))))
strCombine{mapy, (C;,A;),map, (C;,A’4)},
I cnixt, (SEMPro(0’,Q)),
IIc,, (0, 0 (semCondition(Gss(0;,01),semPro(Qr,0;))))
strCombine{mapy, (C;,A’;),mapp, (C;,A)},
schCor(0’,Q),schCor(0",Q))

where O” is a temporary object obtained by applying all the constraints

in Cas5(0;,01) t0 O; ¢
and the mappings M’ and M" associated with schCor(Q@),@nd
schCor(0”,Q) are given as:
M’ = O'=0Select(p’,Q) M" = O"=0Select(p”,Q)
Rule 5.1. New Constraint and Existing Attributes
i.e.,, G ¢ Cntxt,map, (C;,A’;) and magp, (C;,A;) exist.
M = O1r=0Join(g(A A’ ;),0',07)
=0Join(g(A,A’;),0Select(p’,Q),0Select(p”,Q))
Rule 5.2. Coordinate Composition Rulée., G = compose(¢1,C; )
The composition of attributes is as follows:
map (C;,X) = mapo (compose(¢1,C; 2),compose(X,X2))
= compose(map(C; 1,X1),map (C; 2,X2))
Let map, (C;,A;)
= compose(map, (C; 1,A; 1),map, (C; 2,A; 2))
Let map, (C;,A;)
= compose(may, (C; 1,A’; 1).mapp, (C; 2,A’; 2))
The mapping M associated with schCotfQO;) is given as:
M= OlF=OJoin(gKAi,1,A¢,2 >,<A’7;Yl,AY7;’2 >),O’,O”)
=0Join(gkA; 1,A;2 >,<A"; 1,A' 2 >),
OSelect(p’,Q),0Select(p”,Q))

Appendix 2 Taxonomies of schematic conflicts

In this section, we enumerate the various types of schematic/
representational conflicts identified by us in the taxonomy
proposed in this paper. We take a representative sample of
the multidatabase literature in this area and show the rela-
tionship of their work with ours by means of a table (Ta-
ble 3). We believe this paper provides a more complete enu-
meration of the various types of conflicts and their defini-

tions.
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Table 3. Comparison of the types of conflicts. We use the symbobd denote that the reference has an informal discussion of the schematic conflict. We
use the symbopB to denote that the schematic conflict has been defined formally

Schematic conflicts [DH84] [CRE87] [SPD92] [SK92] [KCGS93] [HM93]
Domain incompatibilities 1¢] «a
Naming conflicts 8 «a 8
Data representation conflicts «a

Data scaling conflicts 8 «a
Data precision conflicts

Default value conflicts

Attribute integrity constraint conflicts «a
Entity definition incompatibilities 8

Database identifier conflicts
Naming conflicts

Schema isomorphism conflicts
Missing data item conflicts

Data value incompatibilities
Known inconsistency

Temporary inconsistency
Acceptable inconsistency
Abstraction level incompatibilities
Generalization conflicts
Aggregation conflicts

Schematic discrepancies

Data value attribute conflict
Attribute entity conflict a 15
Data value entity conflict
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