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Abstract. Over the past decade, significant research hasnay be non-serializable and the read-only global queries
been done towards developing transaction management atray retrieve inconsistent data. Transaction management is-
gorithms for multidatabase systems. Most of this work as-sues, and the difficulty in supporting updates in MDBS envi-
sumes a monolithic architecture of the multidatabase systemonments were subsequently discussed in Gligor and Luck-
with a single software module that follows a single trans-enbaugh (1984), Gligor and Popescu-Zeletin (1985, 1986),
action management algorithm to ensure the consistency dBreitbart and Silberschatz (1988), Breitbart et al. (1990),
data stored in the local databases. This monolithic architecMehrotra et al. (1990), and EImagarmid and Du (1989). The
ture is not appropriate in a multidatabase environment wherelifficulty arises due to the following two characteristics of
the system spans multiple different organizations that are disMDBS environments:

tributed over various geographically distant locations. In this _
paper, we propose an alternative multidatabase transaction
management architecture, where the system is hierarchical
in nature. Hierarchical architecture has consequences on the
design of transaction management algorithms. An implica-
tion of the architecture is that the transaction management
algorithms followed by a multidatabase system mustdra- Over the past decade, significant research has been done
posable- that is, it must be possible to incorporate individual to identify mechanisms for effectively dealing with the prob-
multidatabase systems as elements in a larger multidataba$®ms that arise due to the heterogeneity and the autonomy
system. We present a hierarchical architecture for a multiof the local systems, e.g., Pu (1988), Breitbart (1988, 1990),

database environment and develop techniques for concul/olski and Veijalainen (1990), Mehrotra et al. (1992a, b),
rency control in such systems. Elmagarmid and Du (1990), Batra et al. (1992). This re-

search has resulted in transaction management algorithms

Key words: Database management — Concurrency Controthat ensure correctness without Sacrificing the autonomy of

— Distributed databases — Multidatabase management ~ the individual systems. A large number of these proposed
solutions have, however, considered the MDBS as a cen-

tralized software module. Clearly, if the local DBMSs are
geographically distributed over different nodes of a world-
wide computer network, then having a centralized MDBS
1 Introduction will result in numerous undesirable consequences. For ex-
ample, under high global transaction load, the site at which

A multidatabase system (MDBS) is a facility, developed the MDBS software resides will become a bottleneck, re-

on top of local database management systems (DBMSS)suIting in the degradation of the system performance. More

that provides users of a DBMS access to data located ifmportantly, a failure of the site at which the MDBS resides
other heterogeneous data sources. Early prototype MDBSYIll result in the MDBS being unavailable for processing
(Templeton et al. 1983; Breitbart and Tiemann 1985: Lan-9lobal transactions, even though the transactions were to
ders and Rosenberg 1982) ignored the transaction manag&X€cute at only the sites that are operational. ,

ment problem and did not support any scheme to coordinate.S0Me of the above problems will be alleviated if the
the execution of the global transactions. These systems wefdPBS follows a distributed transaction management algo-
designed to only provide read accesses to remote data. HoWithm for concurrency control. A distributed mechanism for
ever, even if each global transaction is read-only, it can befoncurrency control in MDBSs have been suggested in Batra

shown (Mehrotra et al. 1992a), that the resulting schedulét &l- (1992). However, developing the MDBS as a mono-
lithic system in which the MDBS uses a single transaction

Correspondence taSharad Mehrotra management algorithm, whether distributed or centralized,

Heterogeneity.Each local DBMS may follow different
concurrency control protocols and recovery algorithms.
Autonomy. The participation of a local DBMS in the
MDBS must not result in a loss of control by the local
DBMS over its data and its local transactions.
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may still be undesirable. To see this, let us consider a typ2 Transaction management in MDBSs
ical MDBS environment in which users wish to execute
transactions that span database systems belonging to mufhe transaction management problem in MDBSs consists
tiple branches of an organization. Additionally, users alsoof developing a software module to facilitate the execu-
wish to execute transactions that span different autonomougon of transactions that may span multiple heterogeneous
organizations. One way to provide such a service is to deand autonomous local DBMSs. If each local DBMS fol-
velop a single monolithic MDBS system which integrates lows thetwo-phase lockingrotocol (Bernstein et al. 1987),
all the branches of all the organizations. However, dependis capable of participating in Bwo-phase commiprotocol
ing upon the nature of transactions that execute within anBernstein et al. 1987), and conforms to the X/Open DTP
organization, the computing resources available, and the restandard (Gray and Reuter 1993), then, from the perspective
liability of the network, different organizations may prefer of transaction management, the local DBMSs can be inte-
different MDBS transaction management algorithms for pro-grated using existing transaction processing monitors (e.g.,
cessing transactions local within the organization. For ex-Encina by Transarc; Gray and Reuter 1993). There are three
ample, if a high degree of concurrency is critical for good major reasons why this approach is unacceptable. These rea-
performance in a certain organization, that organization mayons collectively have motivated the research on transaction
prefer a centralized MDBS transaction management algomanagement in MDBSs.
rithm for processing transactions local within the organiza-  First, the local DBMSs may be pre-existing legacy sys-
tion. On the other hand, if databases belonging to variousems that may have been developed independently, without
branches of another organization are geographically distardiny regard to the possibility that these systems will be in-
and the network is not reliable, the organization may prefenegrated into a MDBS at a later date. Legacy DBMSs may
a fully decentralized MDBS transaction management algonot adhere to current standards and may not even support an
rithm for processing transactions that execute within its dif-interface for the execution of the two-phase commit proto-
ferent branches. Thus, it is preferable to develop the MDB&col. Requiring that the data from these pre-existing systems
as a hierarchical system — each organization (or a set of olse migrated to a new system that is capable of interoper-
ganizations) has its own MDBS to control the execution ofation may not be a feasible cost-effective solution to in-
transactions within the organization. Furthermore, an intertegration. Second, it is possible that the local DBMSs are
organization MDBS controls the execution of transactionshighly specialized data management systems (as opposed
that access data belonging to branches of different organito general-purpose systems) which have been developed for
zations. Note that using a single monolithic MDBS system,a specific application domain and they use special-purpose
whether distributed or centralized, will adversely impact theconcurrency control and recovery algorithms. For example, a
performance of transactions that execute within an organitocal DBMS may be a full-text database system used within
zation. In contrast, in a hierarchical MDBS, each organiza-an organization for storage and retrieval of office docu-
tion can use a specialized transaction management algorithments. Such a system may use a special-purpose transaction-
suited to their environment. processing scheme to preserve consistency of the document
The above scenario illustrates why it is desirable forindex. It may not be possible to integrate such specialized
the MDBS architecture to be hierarchical. If the architecture*home-brewed” local DBMSs into a MDBS using existing
of the MDBS is hierarchical, different component MDBSs transaction-processing monitors. Another compelling reason
may follow different transaction management algorithms forwhy existing transaction-processing software does not suf-
ensuring consistency of the data they integrate. Howeveriice for the task of MDBS integration is that the usage of
the transaction management algorithms followed by indi-standard transaction management protocols (viz., the two-
vidual MDBSs must be such that it is feasible to composephase commit protocol) results in the violation of the local
the MDBSs into a larger MDBS. In this paper, we presentautonomy (Breitbart et al. 1990, 1992a, b; Veijalainen and
a hierarchical architecture for MDBSs. We adopt serializ-Wokki et al. 1990; Mehrotra et al. 1992b). This is due to
ability as the correctness criterion and study how existingthe fact that a two-phase commit protocol requires transac-
techniques for ensuring global serializability in MDBS en- tions to hold onto their locks (even at remote sites) for an
vironments can be extended to ensure serializability in hierunbounded period of time under certain adverse conditions
archical MDBSs. (Bernstein et al. 1987; Gray and Reuter 1993). This can be
The rest of the paper is organized as follows. In Sect. 2yiewed as a violation of the local autonomy, since it re-
we discuss the motivation behind the transaction managesults in a local system losing control over its data and its
ment problem in MDBSs and provide a summary of the applications.
progress that has been made over the last decade in this Most of the approaches developed for transaction man-
area. In Sect. 3, we formally define our MDBS architecture.agement in MDBSs treat local DBMSs as “black boxes”
In Sects. 4-6, we describe our mechanism for concurrencyhat cannot be modified for the sake of integration. Fur-
control in hierarchical MDBSs. Section 7 is on related work. thermore, in keeping with the autonomy requirement, which
Finally, in Sect. 8, we offer concluding remarks and presentdictates that the applications local to a DBMS execute com-
directions for future work. Proofs of the theorems developedpletely under its control, transactions are classified into two
in the paper are included in the appendix. classesiocal transactionsthat execute at a single DBMS,
andglobal transactionghat accesses more than one DBMS.
While global transactions execute under the control of the
MDBS software, local transactions execute outside its con-
trol. Each local DBMS is assumed to support an interface us-
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ing operations belonging to subtransactions of global transPapadimitriou 1986; Gray and Reuter 1993) motivate the
actions which can be submitted for execution to the localneed for serializability using the preservation of data in-
DBMS. The nature of the interface supported affects thetegrity constraints as the theoretical basis of correctness.
transaction management mechanism, including the mecha- Another significant body of research exists on mecha-
nism developed in this paper, and we will discuss its im-nisms to ensure serializability in MDBS environments (Bre-
pact after we have developed our scheme. Furthermore, itbart and Silberschatz (1988); Breitbart et al. (1990); Wolski
is assumed that each local DBMS ensures ACID properand Veijalainen 1990; Pu 1988; Mehrotra et al. 1992a; EI-
ties of (sub)transactions that access data at the DBMS. Thahagarmid ad Du et al. 1990). One of the first significant
is, each local DBMS ensures serializability of the scheduleapproaches developed was in Pu (1988) where a notion of
local to it, and atomicity of the local transactions and the o-elementvas introduced. An o-element corresponding to a
subtransactions of the global transactions that access data tahnsaction is one of its operations that satisfies the following
its site. property— if a transactioff; is serialized before transaction
Research on transaction management in MDBSs ha%3, then the o-element of; occurs before the o-element
been done along two complementary directions. A signif-of 75. Using the notion of o-elements, the authors devel-
icant amount of work has been done to develop correctnessped a validation based protocol that ensures serializability
criteria that are weaker than serializability, but nonethelessin an MDBS environment. Similarly, in EImagarmid and
can be implemented relatively efficiently in an environmentDu (1990), the authors developed a scheme based on con-
where local DBMSs may follow heterogeneous transactionservative timestamp ordering using the notion of o-elements
management protocols. These approaches are based on ftfteey refer to the o-element as the gerialization event In
assumption that the data integrity constraints in an MDBSMehrotra et al. (1992a), it was shown that a notion similar
environment are of a restricted nature. For example, it mayo o-elements can be used to reduce the problem of ensuring
be reasonable to assume that there are no data integrigerializability in MDBSs to that of ensuring serializability
constraints between data residing at two autonomous locah traditional DBMSs. Using the reduction, any of the con-
DBMSs. Such a restriction on the nature of data integritycurrency control schemes developed for traditional DBMSs
constraints can be exploited to develop correctness criteean be employed to ensure serializability in MDBSs. This is
ria, weaker than serializability, that preserve the constraintsa significant step in understanding the concurrency control
Two examples of this approach are the notionoofasi-  problem in MDBSs, since it effectively overcomes the prob-
serializability (QSR; Du and Elmagarmid 1989) artdio-  lems resulting from heterogeneity without jeopardizing the
level serializability(2LSR; Mehrotra et al. 1991). In Mehro- autonomy of the local DBMSs. It provides a framework for
tra et al. (1991), besides developing the correctness criteriodesign and development of the concurrency control schemes
2LSR, a spectrum of MDBS models for which 2LSR ensuresfor MDBSs, and facilitates comparison between previously
data integrity constraints is explored. Protocols for ensuringpublished schemes that were developed in an ad-hoc fashion.
2LSR have been developed in Mehrotra et al. (1992c¢) and Much of the previous work on MDBS transaction man-
Ouzzani et al. (1995). agement discussed above has not considered the impact of
The limitation of the above mentioned approaches liesthe MDBS architecture on the design of the transaction man-
not only in their inapplicability in domains where the re- agement software. As discussed in the introduction, there are
strictions on data integrity constraints are not valid, but ascompelling reasons for MDBSs to be developed as hierarchi-
argued in Mehrotra et al. (1992c), preservation of the dataal systems. In the remainder of the paper, we describe a hi-
integrity constraint may itself not be a sufficient consistencyerarchical transaction management architecture for MDBSs
guarantee, —that is, executions that preserve all data integritgnd study how existing techniques for ensuring serializability
constraints may still be incorrect from the perspective of thein MDBSs can be extended to hierarchical MDBSs. Con-
user. To see this, consider an MDBS consisting of two bankcurrency control techniques for hierarchical MDBSs have
ing databases located at sitesand s,. Further, let4d; and  previously been studied in Pu (1988) in the context of the
A, be two accounts belonging to banking databases at sitesuperdatabaserchitecture. However, the developed tech-
s1 and s; respectively such that there is no data integrity nique does not provide the complete benefits of the hierar-
constraint that relates the two accounts. In such a case, ithical architecture. We will provide a detailed comparison
a transaction that transfers money from one account to thef our scheme with the superdatabase approach in Sect. 7.
other executes concurrently with a transaction that reads both Notice that, in this paper, we will only study how ap-
the accounts, then it is possible that the transaction that reagsoaches to ensuring serializability can be extended to en-
both the accounts sees a sum that differs from the true bakure serializability in hierarchical MDBSs. Concurrency con-
ance of the two accounts which may be unacceptable. Thugrol schemes and the consistency guarantees that results
even though each transaction sees a consistent state (that iis, hierarchical MDBSs in which different MDBSs in the
a state in which no data integrity constraints are violated)hierarchy may follow different correctness criteria (e.g.,
and the final state of the database is consistent, the executi@L.SR, QSR) is not addressed and is an interesting av-
is still undesirable. enue for future work. Furthermore, we did not consider
The reason why preservation of data integrity constraintthe issue of failure-resilience in this paper. Failure-resilience
may not be sufficient consistency guarantee is that it is im4s complicated, since the requirement of autonomy preser-
possible to capture all the consistency requirements of th@ation renders the usage oftavo-phase commiprotocol
executions using integrity constraints over the data. ThigBernstein et al. 1987) unsuitable for MDBS environments.
is a surprising observation, since most standard text orn the absence of a two-phase commit protocol, it is possi-
databases and concurrency control (Bernstein et al. 198hle that certain subtransactions of a multi-DBMS transaction
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DB, DB, DBs3 DBy

Fig. 2. Domain ordering for Fig. 1
Fig. 1. An example MDBS environment

for each DBMS at which it executes. We denotebgy and
commit, whereas others abort, thereby violating the atomic<;,, (a,;), the begin and commit (abort) operations of a trans-
ity property. The problem of ensuring atomicity in MDBS actionT; in DBMS;,, respectively.
environments has been studied in Breitbart et al. (1990), A transaction7; is said to execute in a domai € A,
Wolksi and Veijalainen (1990), Mehrotra et al. (1992b, d), if there exists aDB;, DB; C D, such that7; accesses
Zhang et al. (1994). These approaches can be suitablyata items inDB;. A transactionT; may execute in mul-
adapted to achieve fault tolerance in hierarchical MDBSS.tiple domains subject to the restriction that,7if accesses
However, due to space limitations, we do not further ad-data items inDB1, DBs, ..., DB;, then there must exist a
dress this issue. domainD € A such thatDB; C D, j =1,2,...,k. Such a
domainD is denoted byDom(T;). Thus, if T; accesses data
) ) ) items in DB;, thenDB; T Dom(1};). A transactionT; is
3 Hierarchical MDBS architecture said to beglobal with respect to a domai € A, denoted
by global(T;, D), if T; executes inD and there exists a do-
main D', D' Z D andD IZ D’ such thatT; executes inD’.
transactior; is local with respect to a domaif, denoted
local(T;, D), if T; executes inD and—global(T;, D). We
illustrate the above-defined notations by the following exam-
ple.

An MDBS is an integrated collection of pre-existing lo-
cal databases, DBMS DBMS,, ..., DBMS,,, that per-
mits users to execute transactions that access multiple Ioc%
DBMSs. Each DBMS contains a set of data items that are
denoted byD B;. To describe the architecture of the MDBS,
we associate with the MDBS environment a setlomains
denoted byA with an ordering relatiom. A domainD € A

is either Example 1. Consider an MDBS environment consisting
of four local DBMSs as illustrated in Fig. 1. The set
of domains,A = {DBy, DBy, DB3, DBy, D1, D3}, where
domain D; = \U{DBi,DB,,DB3} and domainD, =

— a set of data items in DBfor somei =1,2,...,m, or
— a union of the set of data items in other domains

gl’eDz o 11)"2 denoted by J{D1, Dz, ..., Dn}, where \U{DBs, DBa4}. The domain ordering relation for the MDBS

A A environment depicted in Fig. 1 is illustrated in Fig. 2.
The ordering relatiom, referred to as thdomain ordering  Suppose a transactidi, accesses data items in domains
relation, is such thab; — D; iff D; C D;. We useD; C D; DB; and DB;. Then, Dom(T1) = Da, global(11, DBy),
to denote that eitheD; = D; or D; = D;. Let D; and D; global(T1, D By), andlocal(Ty, D1). Suppose another trans-
be domains inA. We refer toD; as the child ofD;, denoted  action 7, accesses data in domaisB; and DBy. Then,
by child(D;, D;), if D; C D; and for all D, € A, either  global(T3, D1), global(1%, D) and Dom(13) = D,. Finally,
D; ¥ Dy or D, iz D;. We refer toD; as a parent ofD;,  suppose a transactioii; wishes to access data B,
denoted byparent(D;, D;), if child(D;,D;). We refer to  and DB,. T3 will not be permitted to execute, since there
a domainD; as asimple domainif, for all D; such that does not exist any domaih € A such thatDB; = D
parent(D;, D;), D; = DBy, for some local DBMS. Thatis, as well asDBs = D. However, if there was a domain
a simple domain is simply a collection of local DBMSs. We D3 = | J{ D1, D»}, then the transactiofi; would be permit-
denote the set of domaiqd| for all Dy € A, D [ Dy} ted andDom(T3) = Ds3.
by TOP.

A transaction?; = (Or,,<71,), WhereOr, is the set of
operations and, is a partial order over operations @, .
We assume that a transactidp that executes at a local
DBMS (or a set of local DBMSs) consists of a setre&d
(denoted byr;) andwrite (denoted byw;) operations. This

assumption is not central to the approach, and is made onl over the set of data items id. For notational brevity,
for pedagogical reasons in the deyelopment of the example%e denote the projection & over the set of data items in
Further, each transactidii hasbegin (denoted byb;), and DB, that is. SPBx

. k; that is, 577+, by Sg.
commit (denoted byc;) or abort (denoted bya;) opera-
tions. A transaction that executes at multiple DBMSs mayof replica control, we consider different copies of the same data item as

have multiple begin and commit (or abort) operatibr[me independent dgta items yvith an equality _constraint bet[ween t_he_m.
2 A set P; with a partial order<p, on its elements is astriction of
1 In contrast, ther; andw; operations of the transaction on each data a setP, with a partial order<p, on its elements ifP, C P, and for all
item are unique. Since, in this paper, we do not consider the problemes, ez € Pi, e1 <p, ez if and only if e; <p, ea.

Let S = (15, <g) be a schedule, wheres is a set of
transactions and<g is a partial order over the operations
belonging to transactions iry. The partial orde s satisfies
the property that<, C<g, for eachT; € 75. Letd be a set
of data itemsS? denotes the projection ¢f onto data items
in d. Formally, schedule&? is arestrictior? of the schedule
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! D, T @ b1y wig(a) biz wis(c) c11 c13
T © baz waz(b) b21 w2i(a) ca1 c22
T3 : b3g w3a(d) bap wax(b) c32 ca4
Ty - baz waz(c) bas waa(d) cas cs3

Note thatDom(T1) = D1, Dom(1%) = Dy, Dom(T3) = D>
and Dom(Ty) = D,. Consider a schedulg§ resulting from

DB, DB, DB DB, the concurrent execution of transactidhs 75, T3, and Ty
such that the local schedules at DBM®BMS,, DBMS;
Ty~ T Ty s T Ty~ T T3 ~s T
1o ie 27 is arr L 374 and DBMS, are as follows:
Fig. 3. Example of a non-serializable execution S1 1 b1y wia(a) by woi(a) c11 co1

S2 = baz waa(b) bzz waa(b) c22 c32
S3 © baz waz(c) b1z wiz(c) caz c13
In a scheduleS = (rs,<s), transactionsT;, T; € Ts Sy - b3g w3a(d) bas waa(d) c3a cag
are said toconflict denoted byT; ~+g T, if there exist
operationsy; in 7; ando; in T; such thaio; ando; conflict though for, each domaiD € A, the schedulesS? are
in S ando; <g o0;. Operations; ando; are said to conflict serializable
if they access the same data item and at least one of them '
is a write operation. We denote the transitive closure of the To ensure global serializability, besides ensuring serial-
conflict relation~+g among transactions in a schedyey izability of S”, for eachD € A, we need to impose cer-
the relation- g. tain restrictions on the domain hierarchy. In Sect. 5, we
With each domainD; a domain managetDM(D;) is  develop a concurrency control mechanism for ensuring se-
associated. The domain manager for a dornallm a|ong r|a||Z.a.b|I|ty Of.th.e Schedulé‘D. In Sect. 6, We.|dent|fy the
with the domain managers of each domaw, D; C D;, required restrictions o\ such that the mechanism for ensur-
controls the concurrent execution of transactions that exing serializability of S” (developed in Sect. 5) is sufficient
ecute inD; in such a way that the consistency of data to ensure global serializability. The remainder of this section
within a domain is preserved. Lé? be a domain such that S devoted to developing a design framework on which our

Note that the above schedule is not serializable, even

DB; C D, j =1,2,...,k. The domain managers of the mechanism for ensuring serializability of the schedgé
domainsD’ C D, in our architecture, constitute the MDBS (in Sect. 5) is based. S
software for an MDBS that integrates DBM®BMS,, .. ., Before we discuss how serializability of the schedsifé

DBMS,. Note that, if there exists a simple domaine A can be ensured for an arbitrary domain in the domain hierar-
such that for eactD By, k = 1,2,...,m, parent(D, DB;),  chy. let us first consider how it can be ensured for a simple
then our MDBS architecture reduces to a single monolithicdomain. Since a simple domain consists of a collection of
system. In this case, the existing solutions for transactiofocal DBMSs, serializability ofS” can be ensured using
management developed for such systems in Mehrotra et afhe techniques developed for ensuring global serializability
(1992a), Elmagarmid and Du (1990) and Breitbart et al.in monolithic MDBSs. Below, we develop a mechanism for

(1990) can be used by the domain managetZdo control ~ €nsuring serializability of5? for simple domains, which is
the concurrent execution of the transactions. based on the technique for ensuring global serializability in

monolithic MDBSs developed in Mehrotra et al. (1992a).
Crucial to the mechanism is the notions#rialization func-
tions (Mehrotra et al. 1992a), which is similar to the notion
4 Concurrency control in hierarchical MDBSs of o-elementeveloped in Pu (1988) and that of therial-
ization evenintroduced in EImagarmid and Du (1990).

In this section, we present a framework for the design of Let 5 = (75, <) be a serializable schedule. Let C

- 7s : . -€
concurrency control mechanisms for hierarchical MDBSs.”s; A serialization function of a transactiafy € 7* in a
In a hierarchical MDBS, for the global schedueto be scheduleS with respect to the set of transactioris denoted

by serg.(T;) is a function that mapq; € 7’ to some

serializable, the projection &f onto data items in each do- 2,7\ .
Prol operation inT; such that the following holds:

main D € A (that is,S”) must be serializable. However, as
illustrated in the following example_, _ensuring serializability ForallT;, T; € 7, if T Sg T, thensers. . (T}) <s
of SP, for eachD € A, is not sufficient to ensure global serg (T}) ’
serializability. Y
In the remainder of the paper, we will denote the function
serg . by serg. The set of transactions will be clear from
Example 2. Consider an MDBS environment consisting of the context. For numerous concurrency control protocols that
local databases: DBMSwith data itema, DBMS, with data  generate serializable schedules, it is possible to associate a
item b, DBMS; with data iteme, and DBMS with data item  serialization function with transactior’§ in the schedules
d. Let the domain ordering relation be as illustrated in Fig. 3.such that the above property is satisfied.
The set of domaing\ = { DBy, DBy, DB3, DBy, D1, D3}, For example, if théimestamp orderingTO) concurrency
whereD; = |J{DB1, DBy, DB3}, andD, = | J{DB,, DBs, control protocol is used to ensure serializabilitySand the
DB,}. Consider the following transactiorf, 7>, 73, and  scheduler assigns timestamps to transactions when they be-
Ty: gin execution, then the function that maps every transaction
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T; € T5 to T;'s begin operation is a serialization function It is not too difficult to show that the serializability of
for transactioriZ; in S with respect to the set of transactions the schedules” can be ensured by ensuring the serializabil-
TS. ity of the scheduleS”. Essentially, ensuring serializability
For a scheduleS, there may be multiple serialization of S enforces a total order over global transactions (with
functions. For example, i5 is generated by @wo-phase respect to the local DBMSSs), such thatlif occurs before
locking (2PL) protocol, then a possible serialization func- T} in the total order, theserg, operation ofZ; occurs be-
tion for transactions it maps every transactiofi € 5 to fore serg, operation ofT; for all sitess; at which they
the operation that results ifi obtaining its last lock. Alter-  execute in common, thereby ensuring serializabilitySét
natively, the function that maps every transactibne 7s  (see Mehrotra et al. 1992a for a detailed explanation).
to the operation that results ifi; releasing its first lock is Notice that operations in the sched$l€ consist of only
also a serialization function fdf; in S. global transactions. Thus, since global transactions execute
It is possible that, for transactions in a schedule generunder the control of the MDBS software, the MDBS soft-
ated by certain concurrency control protocols, no serializaware can control the execution of the operationsSi to
tion function may exist. For example, in a schedule generate@nsure its serializability, thereby ensuring serializability of
by aserialization-graph-testingSGT) scheduler, it may not SP. How this can be achieved — that is, how the MDBS
be possible to associate a serialization function with transsoftware can ensure serializability 8% is a topic of the
actions. However, in such schedules, serialization functionsiext section. Recall that the above-described mechanism for
can be introduced by forcing direct conflicts between trans-ensuring serializability o6 has been developed under the
actions (Georgakopoulos et al. (1991). letC 7 be a set  assumption thaD is a simple domain. In the remainder of
of transactions in a schedufe If each transaction in’ ex-  this section, we extend the mechanism suitably to ensure se-
ecuted a conflicting operation (say a write operation on dataializability of the schedules” for an arbitrary domairD.
item ticket) in S, then the functions that maps a transaction One way we can extend the mechanism to arbitrary domains
T; € 7' to its write operation orticket is the serialization in hierarchical MDBSs is by suitably extending the notion
function for the transactions if with respect to the set of of the serialization function to the set of domains.
transactiong’.
Associating serialization functions with global transac- o ) o
tions makes the task of ensuring serializability$# rela-  Definition 3. Let D be any arbitrary domain im\. An ex-
tively simple. Since at each local DBMS the order in which tended serialization function is a functiory(7;, D) that

transactions that are global with respect to the local DBMS¢Maps a given transactidf}, and a domairD, to some oper-
are serialized is consistent with the order in which theiration of 7; that executes itD such that the following holds.

sers, operations execute, serializability 6f” can be en- For all T, T, if global(T;, D), global(T;, D), and
sured by simply controlling the execution order of the s, R w=Z) g AR
operations belonging to the transactions global with respect T; ~so T}, thensf(1;, D) <gp sf(Tj, D).
to the local DBMSs. To see how this can be achieved, for a

global transactiol}, let us denote its projection to its seri- We refer to sf(1;, D) as a serialization function of
alization function values over the local DBMSs as a trans-transactionZ; with respect to the domai. To see how
action7P. Formally, 7" is defined as follows. such a serialization function will aid us in ensuring serial-

izability within a domain, consider a domaiP # D By,
k=12 ...,m. To develop the intuition, let us assume that
the above-defined serialization function exists for transac-
tions in every child domain ofD, that is, for everyDy,

Definition 1. Let T; be a transaction and be a simple
domain such thaylobal(T;, DBy), for some DB;,, where

child(DBy, D), TP is a restriction ofT; consisting of all wherechild(Dy, D). If such a serialization function can be
the operations in the set associated with the child domains, we can simply use the
{sers (T}) | T; executes inDBy, mechanism developed for simple domains to ensure serial-

and child(D By, D)} izability of S”. We will, however, have to appropriately ex-

tend our definitions of the transactidr’, and the schedule

Further, for the global schedul®, we define a schedule SP with respect to the newly defined serialization function.
SP to be the restriction of consisting of the set of opera- This is done below.
tions belonging to transactiofiy”. Thus,S? = (rgp, <zp),

where Definition 4. Let T; be a transaction andd be a domain

Tgp = {jﬂiD | global(T;, DBy) for someD By, such thatglobal(T;, Dy,) for someDy,, wherechild(Dy,, D).
where child(DBy, D)}, TP is a restriction ofT; consisting of all the operations in

) . ) the set{sf(T;, Dy) | T; executes inDy, and child(Dy, D)
and for all operations,, o, in S”, 0, <o o, iff 04 <s 0, _

In the schedul&” the conflict between operations is defined . o
as follows: As before, schedulg? is simply the schedule consisting

of the operations in the transactiofiy”. That is, S =

. ) (tép,<gp), where
Definition 2. Let S be a global schedule. Operations

serg, (I;) and serg, (1)) in scheduleS?, T; # T}, are said Tép = {TZD | global(T;, Dy)
to conflict if and only ifk = 1. for some Dy, where child(Dy, D)},
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and for all operations,, o, in 5P, 0, <zo oy, iff 0, <s 0. Ds

Similar to the case of simple domain, two operation§~i?1,

where D is an arbitrary domain, conflict if they are both se-

rialization function values of different transactions over the D; D,
same child domain.

Definition 5. Let S be a global schedule. Operations
sf(T;, Dy) and sf(T;, D;) in scheduleSP, T; # Tj, are
said to conflict if and only ifk = 1. DBy DB DBs DB,

It it not difficult to see that similar to the case of simple Fig. 4. Domain ordering for Example 3

domains, serializability oS can be ensured, whet® is
an arbitrary domain, by ensuring the serializability of the
scheduleSP, under the assumption that, for all child do- where Dy = \J{DB1, DB,}, D, = \J{DBs, DB,}, and
mainsD;, of D, the schedul& P+ is serializable and further Dz = |J{D1, D,»}. Consider the following transactiori,
a serialization functiorsf can be associated with transac- 7>, and73 that execute:
tions that are global with respect 0, (see Lemma 1 in i
the appendix for a formal proof). In fact, this result can be I . b1 w1a(0) b1z b w13(c) wae(d) c1a 13 14
apoli - I T @ boz woa(b) baabaz  was(c) woa(d) 22 c24 C23
pplied recursively over the domain hierarchy to ensure se- Ts : bay wan(a) baz waa(b) ¢ c
rializability of the scheduless? for arbitrary domainsD 3+ 731 TRRE) P2 e el T2
in hierarchical MDBSs. To see this, consider a hierarchicalNote thatDom/(11) = D3, Dom(1%) = D3, and Dom(T3) =
MDBS shown in Fig. 4. To ensure serializability 512, it Di.  Further, global(Th, D1), global(1T>,D1) and
suffices to ensure serializability of the schedfté:, under  local(Ts, D1). Similarly, global(Th, Dy), global(Ts, Dy).
the assumption thai”: and.S”> are serializable and further Consider the global scheduferesulting from the concurrent
that an appropriate serialization functierf can be associ- execution of transactioffy, 1> and 73 such that the local
ated with transactions that are global with respedbicand schedules at DBMS DBMS,, DBMS; and DBMS, are as
D,. In turn, serializability ofS?: (SP2) can be ensured by follows:
ensuring that the scg%du&f’l (5952) |SD§3er|aI|zat])DI(JaB under S
the assumption tha$ " and S”72 (5”5 and SPP+) are S2 1 b3p waa(b) bz waaAb) cz2  c22
serializable and further that an appropriate serialization func- .

_ : . . S3ibizbes  wis(c) ciz  was(c) co3
tion sf can be associated with transactions that are global Sa:boabra  widd) woald) cra  Coa
with respect toDB; and DB, (DBs and DBy). The re-
cursion ends wherD is a simple domain, since the child Let the functionsserg,, i = 1,2, 3,4 be defined. Lekerg,
domains are local DBMSs and by assumption the scheduland serg, be functions that map transactions to their begin
at each local DBMS is serializable. Thus, if we can associat@peration. Furthermore, letrg, andserg, be functions that
an appropriate serialization functieif with transactions in  map transactions to their commit operations. By Definition 6,
each domainD € A, we can ensure serializability &, sf(T1, DBy) = b1, sf(T2, DB5) = byy, sf(13, DB1) = bay,
by ensuring serializability of5? for all domainsD € A. sf(T3, DBy) = by, sf(Th, DB3) = c13, sf(11, DBy) = c14.
Note that, for a domairD = DBy, the functionsf is sim- sf(T, DB3) = cp3, and
ply the functionserg, introduced earlier. We now define the sf(Tz, DBy) = cp4. As a result, transactloﬁED1 andTD2
function sf for an arbitrary domairD € A, which is done =1,2,3, are as follows.
recursively over the domain ordering relation. i.,lDl by fZDl by lez . et

D, . =D, .
T,7%: coa C23 T3 b3y b3

Db wia(a) bar wai(a) cir a3

w N

Definition 6. Let D be a domain and; be a transaction such o b
that global(T;, D). The serialization function for transaction The schedule$”* and 572 are as follows:

T; in domainD is defined as follows: 3Dt by by bap boo 302 ¢ ¢1a c14 Coa Coa
F(T,, D) = sers,(Iy), if for some DBy, D = DB, Consider the schedul§” that contains transactioris?
AL sergp(TP), ifforall DB, D# DB =D : ,
SPATE ko k andT,. Let serzp, be a function that maps the transaction

TP2 to its first operation ISPz, That is,ser g, (T}?) = c13
ndserspz(f“ %) = c4. The functionserzp, satisfies the re-
quirement of the serialization function for the schedsifé.
To see this, note that, 872, operationc; 3 conflicts with
Example 3. Consider an MDBS environment consisting of .5 andcy4 conflicts withcps. As a result, transacndﬂDZ is
local databases: DBMSwith data itema, DBMS, with data  ggriglized beford“z 2 in §Pz. Sincesersn, (T 2) = ¢43 OC-
item b, DBMS;3 with data iteme, and DBMS with data item
d. Let the domain ordering relation be as illustrated in Fig. 4.
The set of domains:

Let us illustrate the above definition of the serialization
function using the following example.

curs beforeser o, (T?) = cza, the functionser zp, satisfies
the requirement of the serialization function f§F2. Thus,
by Definition 6, s f(11, D) = c13 and s (13, D) = co4. Fi-
A={DBy, DBy, DB3, DBy, D1, D, D3}, nally, consider the schedul&P: that contains transactions
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TP and TP and 7. Let sergn, be a function that maps ~ serializability of SP. The concurrency control mechanism

the transactioril’”* to its first operation inSP:. That is, = Works as follows. _ _
serng(fwfl) = by, and serng(szl) = by,. Note that the Befo_re submitting an operation belonging to a glopal
function serzp, satisfies the requirements of the serializa- transactionil’; for execution at the local DBMS, the domain
tion function for the schedul§”:. Hence, by Definition 6, manager forD By, (that is, DM (D By)) determines whether
s f(T1, Dy) = by and's f(Ty, D1) = b, or not the operation is gers, (T3 operation for some trans-
’ ’ actionT;. If it is a serg, (T;) operation,DM(DBy) for-
Using the above-described functielfi, serializability of ~ wards the operation tB M (D), else, it submits the operation
the the schedul&”, D € A can be ensured by simply en- for execution to the local DBMS. On receipt of thers, (T})
suring the serializability of the schedul®¥’. We state this  operation,D M (D) submits the operation to the local DBMS
formally in the following theorem. at sites,, for execution (viaDM (D By)). DM (D) controls
the order in whictserg, operations corresponding to global
transactions execute at the local DMBSs by controlling the
order in which it submits these operations for execution to
the local DBMSs. In particular, it ensures serializability of
SP (which consists of theers, operations) by using a con-
currency control protocol (e.g., TO, 2PL, SGT) to control the
— For eachDB;, such thatDB, — D, Sj is serializable order in which it submits the operations to the local DBMS
and further there exists a functiearg, such that, for all ~ for execution.
transactiond;, T}, if global(T;, DBy,), global(T;, DBy), To see how the approach works consider the execu-
andT; <5, Tj, thensers, (T;) <s sers, (T}). tion in Example 3. Let us assume that the domain man-
— For all domainsD’ € A such thatD’ — D and agerDM(Dl) follows the 2PL prqtocol to control the sub-
D' # DBy, k = 1,2,...,m, SP' is serializable and Mission order of thesers, operations to the local DBMS
further there exists a functioner g, such that, for all ~ for execution. Assume thafy requests executioby, oper-

transactiond’;, T;, if global(T;, D', global(T;, D'), and ation first. Recall that the begin operations of transactions
R P ) are theserg, operations at DBMSand DBMS. Thus, the

< L domain manageD M (D B;) forwards the operation;; to
— 57 is serializable. DM(D,). Since no other transaction hslca a conflict-
ing lock, DM (D1) submits the operations;; for execu-
To see the implication of Theorem 1 consider again thetion to the local DBMS for execution (vi#& M (D By)). Let
execution in Example 3. In Example 3, the schedé8,  us assume that neffl; requests as; operation. Sinces;
5Dz and SP+ are as follows: operation is thesers,(73) operation, the domain manager
DB(DB,) forwards the operation t@M(D,). The sub-
mission of the operation will be delayed sin¢¢ holds a
conflicting lock. Oncele releases the lock (according to

Theorem 1 states that serializability of the schedsl& the 2PL protocol),DM (D1) may submitbz; for execution.
can be ensured if the domain managers of domainsD,

and D5 ensure the serializability of the schedulg8:, SP2

and SP:, respectively. Thus, our task of ensuring serializ- 5.2 Assumptions behind the approach

ability of the scheduleS” reduces to that of developing a

mechanism using which the domain managg¥/(D) can  The above description of the concurrency control mechanism
ensure serializability of the schedu$&’. We develop such to ensure serializability of the schedu& implicitly makes

a mechanism in the following section. the following two assumptions:

Theorem 1. Consider an MDBS environment with the set
A of domains. LetS be a global schedule anB be an
arbitrary domain inA. ScheduleS” is serializable if the
following three conditions hold:

7D’ J;§D, TjD/, thenserzp/ (i—Dl) =5 Sergp’ (i}D/)-

7

oD . oD, .
ST by b3y bz b 5721 c13 €24 C14 C23
SP2 1 b1y by c13 coa

1. The serg, (1;) operations can be associated with each
global transactiorf; for all local DBMSs.

2. The interface supported by the local DBMSs for the
global transactions is such that the MDBS software sub-
mits each database operation, including tees, (7;)
operations, explicitly for execution to the local DBMSs,
and the local DBMSs acknowledge the execution of the
submitted operation. We refer to such an interface as the
operationinterface.

5 Ensuring serializability of SP

Before we describe how a domain managet/ (D) for an
arbitrary domainD € A ensures serializability of the sched-
ule SP, let us first discuss how the domain manager for a
simple domain can ensure serializability 8. Later we
will extend the described mechanism to the domain man-
agers for an arbitrary domain.

Below, we argue that the assumption 1 is reasonable in prac-

tice. Furthermore, we argue that if assumption 2 does not
5.1 Ensuring serializability in simple domains hold for a particular MDBS, it remains possible to use our

. approach with only a minor changes, and some loss of con-

Recall that, since the operationsSt#® belong only to global  currency.
transactions, the domain managers do not need access to The basis of the first assumption has been discussed ear-
operations belonging to local transactions (which executdier. Depending upon the concurrency control protocol fol-
outside the control of the MDBS software) in order to ensurelowed by the local DBMS, it may or may not be possible to
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associate a serialization function with the transactions. If theto ensure serializability foS” with the following modifi-
concurrency control scheme followed by the local DBMS is cation: DM (D B;,) forwards the operation that will cause
such that serialization function cannot be associated withthe execution ofserg, (1;) at the local DBMS toDM (D)
transactions, serialization functions can be artificially intro- for processing.D M (D), in turn, forwards the operation for
duced for global transactions by forcing every two global execution to the local DBMS (vidb M (D By)). As before,
transactions that execute at some common sites to conflicb M (D) uses a concurrency control protocol (e.g., TO, 2PL,
directly at those sites. This can be accomplished by augSGT) to control the order in which it submits the operations
menting global transactions to execute a write operation orto the local DBMS for execution, thereby ensuring serializ-
a common data itenticket at the site. It should always be ability of S”.
possible to add a data item to the local DBMS, but in the  Notice that the nature of the interface supported by the
case that neither the concurrency control protocol used byocal DBMS affects the degree of concurrency afforded by
the local DBMS supports a serialization function, and northe developed approach. For example, in the case of a service
does the local DBMS provide a mechanism for defining newinterface, the entire service or the subtransaction is consid-
data items, the scheme developed in this paper, as well aared as a single operation WyM (D By), and it forwards
other approaches to concurrency control in MDBSs develthe request for service invocation oM (D) for execution.
oped previously, will not be usable to ensure global serial-Since DM (D) uses a concurrency control protocol (e.g.,
izability. Such a situation is extremely unlikely to occur in 2PL) to control the order in which it forwards the service re-
practice and, thus, the first assumption is reasonable fromuest to the local DBMS for execution, the service request at
the practical standpoint. the local DBMS causes the execution of #ieg, operation
Unfortunately, the second assumption may not be validfor the transaction, and therg, operations of two different
since some existing local DBMSs do not support an operatransactions at the same site conflict, only a single service
tion interface. Instead, a local DBMS may supposeavice  request is allowed to execute at the same DBMS at a given
interface (Breitbart et al. 1992a) in which the local DBMS time. Thus, the scheme essentially results in global transac-
only permits DM (D By) to submit a request for execution tions executing sequentially at each local DBMS. In contrast,
of an existing local application on behalf of the global trans-in the case of the operation interface, multiple global transac-
action (and not the read and write operations that constitutéions may execute concurrently at a given time at each local
the application). Alternatively, a local DBMS may support DBMS as long as the concurrently executing operations are
an SQL interface, that permitd M (D By) to request mul-  not theserg, (1;) operations.
tiple SQL statements (or expressions in the local data ma- For the remainder of the paper, we will assume that the
nipulation language) as part of the global subtransaction, théocal DBMSs support an operation interface. This assump-
execution of each being acknowledged by the local DBMS.tion is made only for the sake of simplicity of the presenta-
The submitted SQL query (or the service request in the casdon and does not compromise the generality of our solution
of the service interface) may result in multiple read and writeas explained above.
operations over the data and the index structures (e.g., B-
trees) maintained by the local DBMS. The domain manager
DM (DB,;) may be unaware of these resulting operations,5.3 Ensuring serializability in arbitrary domains
as well as of the mechanisms used by the local DBMS for
processing the SQL queries (e.g., protocol for B-tree traverRecall that our discussion so far has considered only the de-
sal: Mohan and Levine 1989; key range locking for phantomsign of the domain managéepM (D), for simple domains.
protection: Lomet 1993). We now turn our attention to the design of the domain man-
If the local DBMSs do not support an operation inter- ager for an arbitrary domaify € A such thatD ¢ TOP
face, DM (DB),) does not have direct control over when and D # DBy, for all k = 1,2,...,m. DM(D) consists
sers, (T;) operations execute at the local DBMSs. However, of the following three component® M(D), DM>(D) and
the relative order in whichsers, operations execute can DM3z(D) as illustrated in Fig. 5:

still be controlled by controlling the submission of opera- .
y g P — DMy(D): The componenD M, (D) receives the

tions thatcausethe execution of thes T;) operation . . .
ers, (12) o sf(T;, Dy) operations belonging to transacticfi§ from

at the local DBMS. To see this, consider a local DBMS the domain manager of each domdin at whichT; ex
at site s;, that supports an SQL interface. Furthermore, as- S
iy PP Q ecutes, wherehild(Dy, D). DM;(D), on receipt of the

sume that the local DBMS a#;, follows a TO protocol that operations f(T. Dy), determines if the transactioh is
assigns timestamps to transactions when they begin execu- SV Py ;
9 P y Deg local to D. If T; is local to D (that is, local(T;, D)),

tion. That is, serg, (T;) is the first database operation be- .

longing to T; at s]icte sx. DM (D) can control the relative then DMy(D) forwarqls the opgratl(.)rsf(Ti,Dk) to

order in whichserg, (T;) operations execute ai, by con- DMs(D) for processing. Else, ifl; is global to D

trolling the order in which it submits the first SQL query ~ (that is, global(T;, D)) and further if the operation =

for each global transactioff; to the local DBMS at site Sf(Ti’D’“) is also the serle_lllzatmn funcnon value B

s, (via the domain manageP M (DB;)). This is possible }"r’l'gr‘] lr)e]\s/[m(alc)t) ?uéﬁtg?gaé?érg}[?gnl%oth:e ZIJ(; ggir? zﬁan
i , iOff" a 1 -

sinceserg, (T;) for a global transactioff; executes only af agers of every domaid’ such thatparent(D’, D) for

ter DM (D) submits the first SQL query df; for execution . ) : .
to, and before receiving an acknowledgment from, the local processing. Else, if o # sf(T3, D), then it submits the

DBMS atsy, (via D_M(DBk))- Thus, if local DBMSs dO not 3 Recall that a domaitD, in our MDBS architecture, may have multiple
support an operation interface, our scheme can still be usegbmainsD’ such thatparent(D’, D).
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domain managers of parent domaingdf further D 75 DBy, k=1, 2, oo, M. The domain manager
[ for the domainD € T'OP differs from the above in that
it does not contain the componemtM,(D). Note that if
DM(D) D € TOP, then there does not exist a domairi such

sf(T;, D) that parent(D’, D). Thus, the componenbM(D) of the
DAL®) ach(sf(Ts. D) domain manager for a domai? € TOP, on receipt of
exec(s (T}, D)) b the any operation® = sf(1;, Dy), where child(Dy, D),

D M3(D)

A exec(sf(Li, D)) ‘ack(s f(T;, D))

] submits a request for the execution ©f(T;, D) (that is,
[ Dan(D) — :
I ewec(s f(T3, Dy)) 1 exec(sf(T;, Di)) to the componenD M;(D) directly.
Finally, we consider the domain manager for a domain
s £(T3, Dy) exec(sf(T;, D)) ack(sf(Ti, Dy)) D = DBy, for somek = 1,2,...,m. The domain man-

ager for a domainD = DBy, is responsible for forwarding

| operations f(T;, DBy) (that is, the operationserg, (1;)),
whereglobal(T;, DBy) to the domain manager for the par-
ent domains ofD By,. Furthermore,DM (D By), on request
Fig. 5. Components of a domain manager for the execution of thesf(T;, DB;) operations from the
parent domains ofD B, submits the operation for execu-
tion to the local DBMS. Finally, on receipt of an acknowl-
edgement from the local DBMS for the execution of the
sf(T;, DB;) operation, it forwards the acknowledgement to
the domain managers of the parent domain®ofThus, the
domain manager for a domail = DB, differs from the
domain manager defined above in that it does not contain a
componentD M3(D).

In our design of the domain manager for a domain
the operatioro = s f(T;, Dy), wherechild(Dy,, D), does not
execute inS until the componentD M3(D) of the domain
manager for domainD submits a request for the execu-
tion of the operatiors f(T;, Dy), that is, exec(s f(1;, Dx))
to the domain manager of domaib;. Note that this is
true, since the componer®M,(D;) of the domain man-
Jqaer for the child domai,, waits to receive a request for
the execution of the operationf (7;, Dy) from each parent
domain of D,. Furthermore, for each operatiatf(T;, D;),
the componenD M3(D) of the domain manager for the do-
main D receives the acknowledgement for the execution of
sf(T;, Di), wherechild(Dy, D), sometime after the execu-
tion of sf(T;, D) in S. This is true, since we assume that
each DBMS acknowledges the execution of the operations
belonging to the transactions that are global with respect to
DB; to the domain manager dP = DB;, and the domain
manager for each domain, in turn, acknowledges the exe-
cution of the operation f(7;, D), to the domain managers of
each of its parent domains. Thus, the operatig(il;, Dy)
executes inS after D M3(D) submitss f(T;, Dy) for execu-
tion to the domain manager @b, and beforeD M3(D) re-
ceives the acknowledgement for the execution (f;, D;.)
from the domain manager d?;. Hence, to ensure that the
scheduleS? is serializable, the componer®M3(D) can
use any concurrency control protocol that ensures serializ-
ability (e.g., 2PL, TO, SGT) to schedule the submission of
the operations belonging to transactidh8 to the domain
dnanagers of the child domains. Note that, since the schedule
ﬁﬁD is distributed over the domain®,, D-, ..., Dy, Where
child(D;, D), j =1,2,...,k, DM3(D) can follow any dis-
tributed or centralized concurrency control protocol to ensure
serializability of SP.

| domain managers of child domainsof

operation toDM3(D). The componentD M3(D) is re-
sponsible for ensuring serializability ¢f".

— DMj(D): The componenDb M;(D) receives requests for
the execution of the operations= sf(1;, D) (that is,
exec(sf(T;, D)) requests) from the domain managers of
the domainsD’, whereparent(D’, D). In case there are
multiple domainsD’ such thaiparent(D’, D), D M,(D)
waits until it receives requestscec(sf(T;, D)) from
each domainD’, where parent(D’, D). On receipt of
the request froneachof the parent domains, it submits
the operation for execution to the componént/;(D).

On receipt of the acknowledgement for the success
ful execution of the operation f(T;, D) (denoted by
ack(sf(1;, D))) from DM;(D), DMy(D), in turn, for-
wards the acknowledgement to the domain managers
each of the domain®’, whereparent(D’, D).

— DM3(D): The componentDM3(D) is responsible for
scheduling the operations of the transactidi$ to the
local DBMSs for execution (via the domain managers
of the child domains ofD) in such a fashion that the
scheduleS? is serializable.DM3(D) receives request
for the execution of operations = sf(T;, Dx), where
child(Dy, D) from DM,(D) (if either o belongs to a
transactior; such thafocal(T;, D), or if o # sf (T}, D))
and from the componer® M,(D) (if global(1;, D) and
furthermore the operation= sf(T;, Dy) is also the op-
erations f(T;, D)). DM3(D), in turn, submits the request
for the execution of the operatiory (T;, Dy), to the do-
main manager of the domaiRy, wherechild(Dy, D).
Further, on receipt of the acknowledgement for the op-
erationo = sf(T;, Dy) (that is, ack(sf(T;, Dy))) from
the domain manager of the domaip,, in case the op-
eration is also the serialization function @f with re-
spect toD (that is, sf(T;, D)), DM3(D) forwards the
acknowledgement to the componddfi/,(D) which, as
mentioned previously, acknowledges the execution of th
operation to the domain managers of each of the pare
domains of D. DM3(D) controls the submission order
of the operations f(T;, Dy) to the domain managers of
the domainsDy,, wherechild(Dy, D), in such a fashion
that the schedul&” is serializable.

Above, we have described the components of the do-
main manager for a domai®», where D ¢ TOP and
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trated in Fig. 6), then the order in which the domain manager
for domain D; serializes transactiof’”* and7:”*, and the

Ds order in which the domain manager bk serializes transac-
tions 7”2 and 7”2 must be the same (identical to the order
in which the domain managép; serializes the transactions).
Hence, if there existed a domaips = | J{ DB, D B3}, then

DBy DB, DBs DBy the non-serializable execution in Example 2 would not re-
sult. We therefore consider the following restriction on the
Fig. 6. Example of A that satisfieqR1 set A of domains:

. T R1. For all domains D;, D; € TOP, there exists a
6 Ensuring global serializability Dy, € A, such thatDy, = D; N D;
. , , i -

In the previous section, we developed a mechanism that the | the domain ordering relation illustrated in Fig. 3, since

domain managers can use to ensure that the projection
the schedule to their domains is serializable. However, as WCGEO%&%]glh%BéOEeSl)rzl;)tare-])c(jigB?h%s%te%??ﬂ?srf)ﬁdﬁ?\g set
mentioned at the beginning of Sect. 4, ensuring serializabilityA does nlot saztisf3R1 In contrést in' the domain ordering
of the schedules”, D € A alone may not guarantee global relation illustrated in. Fig. 6 the,domalﬁ)g, = D,N D,
serializability in a hierarchical MDBS (see Example 2). To Thus, the corresponding .SA'satisfies the restrictioR1 '
ensure global serializability, the set of domaiAsmust be Uhfortunately even if the set of domaift satisfies 'the
restricted appropriately. In the remainder of this section, We.ostriction R1 an’d each domain manager ensures serializ-
consider a restriction o\ such that, if the mechanism de- ability of the' scheduleSP, the resulting global schedule
veloped in the previous section for ensuring serializabilitymay still not be serializabie To see this let us consider the
of SP, D € Ais used, then the resulting global schedule isfollowing example '
serializable. That is, we identify the required restrictions on '
A such that, if each domain manager ensures serializability ) _ o
of SP, then the resulting global scheduteis serializable. ~ Example 4. Consider an MDBS environment consisting of
To identify the appropriate restriction af, let us reex- local databases: DBMSwith data itema, DBMS, with
amine the non-serializable execution in Example 2. Let ugata itemb, and DBMS with data itemc. Let the do-
assume that each DBMS = 1,2, 3, 4, follows a timestamp ~mMain ordering be as illustrated in Fig. 7. The set of do-
scheme for concurrency control in which a timestamp is asmains A = {DB, DB,, DBs, D1, D2, D3}, where Dy =
signed to a transaction when it begins execution. Since eack{PB1, DBz}, D, = | U{DBz,DBs}, and D3 =
local DBMS follows the timestamp scheme and the times-U{DB1, DBs}. Further, the set’OP = { Dy, D; ,Ds },
tamp is assigned to a transaction when it begins execution)1 N D2 = DB,, D> N D3 = DBs, and D1 N D3 = DB;.
the serialization function for a transaction with respect toHence,A satisfies the restrictioR1. Consider the following
DB;, i = 1,2,3,4, is the transaction’s_begin operation at transactionss, T, and73 that execute:

the local DBMSs. Thus, the transactiofisfor the transac- Ty 1 b11 wia(a) b1z wis(c) ci1 c13
tions Ty, T», T3, T4 with respect to each of the domain T5 : bo1 wor(a) bz woo(b) co1 22
and D, are as follows: . . T3 @ b3z w3p(b) baz was(c) c3z caa
TP iy bis TP i bopboy TP 1 b TP b
o R B IR i N At UAs Note thatDom(T1) = D3, Dom(13) = D1, and
TP TP b TP bay bsp T2 < bag b : ’ .

1013 L7 022 3 034032 L4 - 043 Das Dom(T3) = D,. Suppose that each local DBMS follows a
The schedules* and 5™ for the schedule in Example 2 timestamp scheme for concurrency control in which a times-
are as follows: tamp is assigned to a transaction when it begins execution.

SDl  bop baz by b3z bo1 bis Then, thg serializa_tion function f(_)r a Frans_action Wi_th respect
SD2 : boo bys baa bay bia bas to DB;, 1 =1,2,3, is the transactions’ begin operation at the

~ local DBMSs. Thus, the transactiofi$ for the transactions
In scheduleS?: operationsh, 1, by1, Operationshyy, by, and 13,1, T3 with respect to each of the domaid, D, and
operationshss, b1z conflict. Thus,SP1 is serializable in the Ds are as follows:

Dy Dy D1 D1 Qi : &D - - -
e L% 1, T T Sty i o eS0T b B0
p 22, 032, OP 43, 013, p 34, TlDz by TZDz by :C3Dz  bay bas

bas conflict. Thus,S”2 is serializable in the ordef; 2, 7,2,
T,”?, T2, Since bothSP+ and SP: are serializable, the ex-
ecution in Example 2 could have been generated (if, for ex

ample, the domain managers b§ and D, were following cution of transactionsy, 75, and 73 such that the local
the SGT scheme to ensure serializabilitydt and522, re- ~ Schedules at DBMS DBMS,, DBMS; are as follows:

spectively). Note that, in the execution, the domain manager 51 : b1y w11(a) ba1 w21(a) c11 cz1
of Dy serialized the transactich”* beforeT;*. In contrast, S2 = bz w2a(b) bsz waa(b) c22 c32
the domain manager ab, serializesT2> before transac- 53+ bag waz(€) bis was(e) css c13

tion TIDZ, thereby resulting in the loss of serializability. If, Furthermore let the schedulé®:, $P2 and 5P: be as fol-
however, there existed a domdin = | J{ D B,, D B3} (illus- lows:

TP i birbis TP i by TP bas

Consider a schedul$§ resulting from the concurrent exe-



D,

DBy DBs3

DB,

Ty ~ T» TH ~+ T3 T3 ~~Th

Fig. 7. A domain ordering with a cyclic DG

SP1 b1y boy bop bz
S22 byg bap bas b3
SP3 1 bay byy bag bis

In scheduleSP: operationshy1, bp1, and operationsé,s, bzo,
conflict. Thus,5”+ is serializable in the ordef}*, T/,
T.P*. In the schedul&™2 operationsy,, bs;, and operations
bas, b1z conflict. Thus,SP2 is serializable in the ordeF,’?,
T.P2, TPz, Similarly, in the schedul&§™* operationshss, b1,
and operation$éss, b13 conflict. Thus,SP: is serializable in
the order7y?, T”°, T,”*. Thus, each schedul§?:, 5P
and SP: is serializable. However, the global schedslds
not serializable.

The above example illustrates that, evenAfsatisfies
the restrictionR1, ensuring serializability ofS” for each
domain D may not ensure global serializability. To identify
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D3

Dy Dy

Dy

DBs DBg

DB, DB, DBs DB,

Fig. 8. A domain ordering such that LDG contains no undesirable cycles

domains A corresponding to the domain ordering relation
illustrated in Fig. 6 contains nodd3; and D, and an edge
(D1, Dy). Since this DG is acyclic and the set of domaifis
satisfiesR1, it follows that, in order to ensure global serial-
izability, it suffices to ensure that the schedut€s, for each
domainD € A, is serializable. In contrast, the DG for the
set of domains corresponding to the domain ordering rela-
tion illustrated in Fig. 7 contains a cycl®({, D,), (D», D3)
and (D3, D1). Hence, even if for each domaifl € A, the
scheduleS” is serializable and the set of domaidssatis-
fies restrictionR1, loss of global serializability may result.
The restriction imposed on the domain hierarchy in The-
orem 2 can be relaxed since not every cycle in the domain
graph DG would result in a potential loss of serializability.
Consider, for example, DG for the set of domains corre-
sponding to the domain ordering relation illustrated in Fig. 8.
Note that DG contains a cyclé, D3), (D3, Da), (D4, D>).
However, for the set of domains corresponding to the domain

conditions under which global serializability is ensured, weordering relation illustrated in Fig. 8, if for each € A,

need to introduce the notion ofdomain graph A domain
graph (DG) for a set of domaing, is an undirected graph
whose nodes correspond to the set of domdns TOP.

Let D; and D; be two nodes in DG. There is an edge

(Ds, Dj) in DG if there exists a domai;, € A such that
D, C D; ande C Dj.

Theorem 2. Consider an MDBS environment with the set
A of domains. LetS be a global schedule. Further, let each

of the following three hold:

— For eachDB,, such thatDB;,, = D, S, is serializable
and further there exists a functicarg, such that for all
transactionsT;, T;, global(T;, DBy), global(T;, DBy),
andT; j‘-)sk T;, thenserg, (T;) <s sers, (1}).

— For all domainsD € A such thatD ¢ TOP, S is
serializable and further there exists a functigmr ;o
such that for all transaction$;, T}, if global(13, D),
global(T}y, D), and TP 5D ij, then sergp(i;D) <3
sergp(T]-D).

— For all domainsD € A such thatD € TOP, SP is
serializable.

If A satisfieR1 and the DG is acyclic, thefi is serializable.

the domain manager fab ensures that the schedu$’ is
serializable, then it can be shown that the resulting global
scheduleS is serializable. Thus, certain cycles in DG do
not result in a potentially non-serializable global schedule.
Below we formalize the nature of the cycles that can be per-
mitted in DG. To do so, we first introduce the notion of the
labeled domain graplfLDG).

An LDG is a domain graph in which each edge;(D;)
has a label, referred to &gbel(D;, D;), wherelabel(D;, D;)
= D;ND;. Let(Dy, D2), (D2, D3), ..., (Dy-1, D), (D, D1)
be a cycle in the LDG. We refer to the cycle in the LDG as
aundesirable cycléf and only if for all k,1, k=21,2,...,r,
1 =12,...,r, if & # I, thenlabel(Dy, Dg+1ymod r) 7
label(Dy, Dg+1ymod »). Note that the LDG for the set of do-
mains corresponding to the domain ordering relation illus-
trated in Fig. 8, has edge®$, D3), (D3, D4) and (D4, D>),
where label(Dy, D3) = label(D3, D) = label(Dg, D3) =
D;. Thus, LDG does not contain any undesirable cycles.
In contrast, the LDG for the set of domains corresponding
to the domain ordering illustrated in Fig. 7 contains a cycle
(Dl7 Dz), (Dz, Dg), (Dg, Dl), WhEI'EZClb(il(l)]_7 D2) = DBy,
label(D,, D3) = DBg, label(Ds, D1) = DB;. Hence, LDG
contains an undesirable cycle. If the LDG for the set of
domainsA does not contain any undesirable cycles, then
ensuring thatS”, for each domainD € A would ensure
global serializability as is stated in the following theorem.

Note that Theorem 2 states that, under the hypothesis of
Theorem 1, global serializability is ensured if the domain Theorem 3. Consider an MDBS environment with the set
hierarchy satisfies the restrictiddl and the domain graph A of domains. LetS be a global schedule. Further, let each
DG does not contain any cycles. The DG for the set ofof the following three hold:
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— For eachD By, such thatDBy, C D, Sy, is serializable {sers, (T;) | DBy, C D andT; accesses data item BBy, }
and further there exists a functiearg, such that, for all

transacgonsTZ,Tj, global(Ts, DBy). global(Ty, DBy), parent(D', D)*. Further, the domain managé /(D) of
andT; ~~s, Tj, thensers, (T3) <s sers, (). . a domainD considers any two operations:rs, (1) and

— For all domainsD € A, such thatD ¢ TOP, 7 g, (7)), belonging to transactioriE, and T}, to conflict if
is serializable and further there exists a functiomso =7 and uses SGT certification (Bernstein et al. 1987) to
such that, for all transactions;, T;, if global(T;, D),  ensure the serializability of the projection of the schediile

*

global(T;, D), and TP Szp TP, thenserzn(IP) <s  to the operations

to the domain manager of the domdiH, where

- 7D
sergo(T57). . . {sers, (T;) | DBy C
— For all domainsD € A such thatD € TOP, SP is D andT; accesses data item DB, }.
serializable.

- . . Notice that, unlike our approach in which different do-

If A satisfiesR1 and LDG contains no undesirable cycles, main managers could follow different concurrency control
then S is serializable. protocols (centralized or distributed), in hierarchical vali-
Since the domain graph DG contains a cycle if and on|ydation, each domain manager follows the SGT certification

if the labeled domain graph LDG contains a cycle, Theo-protocol. However, this is not the only difference _between
rem 3 relaxes the requirement in Theorem 2 for DG to bethe two approaches. A more subtle and a very important
acyclic to the requirement that LDG does not contain anydifference is that in the case of the hierarchical validation,

undesirable cycles for our scheme to ensure global serializth® domain manage submits thesers, (T;) operations to
ability. the parent domain manager irrespective of whether or not

the transaction is local t@. For example, if hierarchical

validation is used to control execution in Example 3, even
7 Related work though the transactiofi; executes only aDB; and DB,

and is local to the domaiD;, its serialization operations
Relevant related work on transaction management in MDBSsers;(13) and sers,(T3) will be forwarded to the domain
was discussed in Sect. 2. As we mentioned there, hierarmanagerD M (Ds). Thus, the execution of transactions that
chical transaction management architecture for MDBSs ha&re local to a domainD; will not only be controlled by
previously been studied in Pu (1988), where the author prothe concurrency control protocols followed by the domain
posed asuperdatabasarchitecture for MDBSs. In this sec- mManager of domai; (and the domain managers of the de-
tion, we compare our approach with the concurrency conscendent domains dP; at whichT3 executes), but also by
trol scheme developed in Pu (1988) for the superdatabas&€ concurrency control protocols followed by the domain
architecture. Furthermore, we discuss the relationship of oumanagers of all the ancestor domainsiof. In particular,
work with the hierarchical concurrency control schemes thathe domain manager of the root domain in a superdatabase
have been studied in the context of multilevel transactiongwill control the concurrent execution of all the transactions

(Weikum and Schek 1984,1991; Beeri et al. 1988). that are global with respect to any local DBMS.
A superdatabase can be seen as a hierarchical MDBS If, in the hierarchical validation protocol)M (D) does
with the following restriction onA: not submit the operationsers, (1;), where
) ) _ local(T;, D), to the parent domain ab, then the protocol
For all domainsD;, D; € A, if child(D;, Dj), then, may not ensure global serializability. We illustrate this in the
for all Dy, # Dj, ﬁChlld(Di, Dk) fO"OWing example.

An example of a superdatabase architecture is the domain

ordering iII_ustrated i_n F_ig. 4. Itis easy to see that a SUper'Example 5. Consider an MDBS environment consisting of
database is a special instance of a hierarchical MDBS fofocal databases: DBMSwith data itema, DBMS, with data
which the set of domaing\ satisfies the restrictioR1 and, item b, DBMS; With data iteme. and DB,MS with data item

further, the domain gra_lph corresponding b is acyclic. d. Let the domain ordering relation be as illustrated in Fig. 4.
Thus, from Theorem 2, it follows that a concurrency control The set of domains:

scheme based on ensuring the serializabilityy8f for each
domainD € A can be used in superdatabases to ensure\ = {DB;, DB,, DB3, DBy, D1, D, D3},

global serializability. B _
The concurrency control scheme for superdatabases d&‘here D1 = U{DB1, DBz}, D2 = U{DBs, DBa}, and
D3 = |U{D1,D,}. Note that the set of domaind con-

veloped in Pu (1988) is very different from our approach. In - :
contrast to our scheme, where, for each donajrthe do- forms to the superdatabase architecture. Consider the fol-
lowing transactiond, 1%, T3 and T, that execute:

main manageiD M (D) ensures serializability of the sched-
ule SP, Pu (1988) developed a protocol, referred to as the 7 : p11 wqy(a) bis wis(c) c11 c1a

hierarchical validation in order to ensure global serializ- T3 bap w2(b) boa waa(d) c22 c24

ability. In the hierarchical validation protocol, the domain 7 - po1 wa1(a) bsy was(b) a1 cap

manager for a domaiD, D ¢ TOP, for each transac- T4 baz was(c) bas waa(d) cas caa

tion T; such that-local(T;, DBg), k =1,2,...,m, (that is,

transactions that are not local to any local DBMS), submits 4 note that in the superdatabases each domain may have at most one
the operations parent.
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Note thatDom(Ty) = D3, Dom(12) = D3, Dom(T3) = Dy every transaction that is global with respect to some local
and Dom(Ty) = D,. Further,global(T1, D1), global(T, D1) DBMS pays the concurrency control overhead at multiple
andlocal(T3, D1). Similarly, global(11, D7), global(15, Dy) levels.

andlocal(Ty, D). Suppose that each local DBMS follows a Hierarchical concurrency control schemes have also been
timestamp scheme for concurrency control in which a times-previously studied in the context of multilevel transactions
tamp is assigned to a transaction when it begins execution(Weikum and Schek 1984, 1991; Beeri et al. 1988). A mul-
Consider a schedul€ resulting from the concurrent execu- tilevel transaction is a special type of a nested transaction
tion of transactionsly, 7>, 13, and T, such that the local (Moss 1987; Gray and Reuter 1993) in which levels of the
schedules at DBMS DBMS,, DBMS; and DBMS, are as  transaction represent a hierarchy of abstract data types. Op-
follows: erations at a given levélare implemented completely using
operations at the next lower level- 1. The recursion stops

at level 0, the operations at which are assumed to be atomic
and indivisible. In multilevel systems, concurrency control is
done hierarchically at each level. The concurrency control
scheme at levet, ensures isolation of the levél opera-
Note that the above schedueis not serializable. However, tion under the assumption that the level 1 operations are

it could have been generated even if a hierarchical validatiomtomic, which are made atomic by the concurrency control
protocol is used for concurrency control in case the domairscheme of level — 1, and so on. The objective is that view-
managerD M (D1) does not submit operations belonging to ing transactions in the multilevel framework allows for the
the transactiorfz to DM (Ds3), and DM (D;) does not sub- exploitation of the application semantics to enhance concur-
mit operations belonging to the transactidpto DM (D3) rency. Two transactions, even though they result in oper-
sincelocal(T3, D1) andlocal(Ty, D,). To see this, consider ations that conflict at the lower abstraction level may not
that each domain manager follows an SGT certification pro-conflict at the higher level. To see this, consider a two-level
tocol. SinceDM (D,) does not submit the operations Bf  system in which transactions are implemented as a sequence
(that is, serg, (13) and serg,(13) operations), and M (D) of operations on tuples, and each tuple-level operation is
does not submit the operations 6f (that is,sers,(74) and  implemented as a sequence of page-level operations. Two
serg,(Ts) operations) toD M (Ds3) the schedules at the do- transactions that access/modify different tuples on the same
main manager® M (D,), DM (D,), and DM (D3), denoted  page, even though they execute conflicting page-level op-

S1 @ b1y wia(a) bay wai(a) c11 c31
S2 = b3z wap(b) bz waa(b) c32 22
S3 : baz waz(c) b1z wia(c) caz c13
S4 : boa woa(d) bas waa(d) c24 caa

by S, S2, and S3, respectively, are as follows: erations, do not conflict at the level of the tuples. Multi-
S b b b b level concurrency control enables.such transactions to exe-
, ¢ V11731932 922 cute concurrently, thereby enhancing concurrency.
53 - 024 b4z bag b13 Besides the fact that both our approach for MDBS envi-
S° 1 b11 b2 bag by3 ronments, as well as the mechanisms developed for multi-

level transactions, are hierarchical concurrency control pro-
tocols, there is not much similarity between them. For exam-
ple, in multilevel concurrency control schemes, each trans-
action is defined over a given abstraction hierarchy, and its
I_execution is controlled by the concurrency control scheme
at each level. There is no concept similar to local and global
transactions as is the case with transactions in MDBS envi-
In contrast, in our approach, for a transactiBpand a  ronments. Furthermore, in the MDBS environments consid-
domain D such thatlocal(T;, D), the domain manager of ered in this paper, the hierarchy of MDBSs represents only
D does not submit any information to the parent domain ofa structural hierarchy, and there is no implied hierarchy of
D and the execution of the operations Bf is controlled  abstractions as is the case with multilevel transactions.
by only the domain manager fdp (and its descendents on Note that we are not claiming that the notion of mul-
which T; executes). For example, in the execution in Exam-tilevel transactions is orthogonal to the MDBS transac-
ple 5, the execution of the operatidg, andbs, (which are  tion management problem. In fact, one of the proposals
the serialization function values d@f;) will be controlled  (Sheck et al. 1991; Weikum et al. 1991) for concurrency
by only the domain manager dP; (and its descendents) control in MDBSs is to consider global transactions as two-
and not by the domain manager b, sinceT3 is local to  level transactions in which each subtransaction is consid-
the D;. Similarly, sinceTy is local to D, the execution of ered as a lower level operation. However, such approaches
the operation$,3 and b4, is controlled by only the domain are based on exploiting the semantics of the application do-
manager ofD, (and its descendents). Not only does this in- main, and do not ensure global serializability. Hence, such
crease scalability of our approach, but it also preserves thapproaches are not directly related to the scheme developed
autonomy of the individual MDBSs, since the transactionsin this paper.
local to a domainD are controlled by only the domain man- An interesting observation is that similar to our work
ager of D (and its descendants). Furthermore, since, in our(Sect. 6), recently, efforts have also been made to de-
approach, only transactions global with respect to a domairvelop concurrency control protocols for multilevel systems
D pay the overhead of the concurrency control at the parenin which the abstraction hierarchy may not necessarily be a
domain of D, our approach will have better performance astrue hierarchy. Specifically, in Muth et al. (1993), the authors
compared to the hierarchical validation protocol in which develop a technique for concurrency control in multilevel

In the above schedules note that operatibfis bs1, oper-
ations b3y, byp, operationshoy, bas, and operationdys, bis
conflict. Thus, each of the schedul&$, S? and S°® are se-
rializable. Hence, the schedutewould be permitted by the
hierarchical validation protocol even though it is not seria
izable.
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systems, in which not every transaction has a representation To describe the architecture, with an MDBS environment
at each abstraction level. For example, consider a two-levelve associate a set dbmainsA with an ordering relation.
system discussed earlier, in which the levels correspond té domain is either a set of data items at some local DBMS,
the tuples and pages. The authors develop a multilevel corer it may consist of a union of the set of data items in other
currency control scheme for a system in which not everydomains. The execution of the transactions within a domain
transaction has a representation at both the tuple as well a8 € A is controlled by thedomain manageof D. We de-

the page abstraction level. Instead some transactions may heloped a mechanism using which the domain managers can
implemented as operations on the pages directly. The motiensure that the concurrent execution of the transactions does
vation for their work comes from trying to map the applica- not result in a loss of serializability within their domains.
tions in object-oriented databases to multilevel transactiond/ore specifically, for a global scheduleand a domairD,

for the purpose of concurrency control. One way to do sowe identified a schedulg” such that, ifS? is serializable,

is to map the method invocation hierarchy to the abstractiorand for all domainsD’ = D SP' is serializable, then the
hierarchy of the multilevel transaction. However, it is not too serializability of the projection of to data items inD (that
difficult to see that the hierarchy for most systems will not is S) is ensured. We developed a mechanism using which
be a true hierarchy as is traditionally assumed in the work orthe domain manager dp can control the order in which the
multilevel transactions. Similar to our work on identifying operations that belong t6” execute such thai? is serial-
limitations that must be imposed on the domain hierarchyizable. In our mechanism, the domain manager may use any
for the developed concurrency control approach (that is, eneoncurrency control protocol known for traditional DBMSs
suring serializability ofS”) to ensure global serializability (distributed or centralized) to ensure serializability £ .

in hierarchical MDBSs, it will be interesting to study lim- Finally, we identified restrictions that need to be imposed
itations on the abstraction hierarchy that might need to beon the architecture of the hierarchical MDBSs such that our
imposed for the scheme developed in Muth et al. (1993) tamechanism of ensuring serializability 8f for each domain
ensure serializability in multilevel systems. D € A results in global schedules that are serializable.

In this paper, we did not consider the issue of failure-
resilience. Failure-resilience in MDBSs is complicated since
the requirement of autonomy preservation renders the usage
of atomic commit protocolg¢Bernstein et al. 1987) unsuit-
able for MDBS environments. In the absence of atomic com-
A multidatabase system (MDBS) is a facility, developed onmit protocols, it is possible that certain subtransactions of a
top of pre-existing local DBMSs, that provides users of amultisite transaction commit, whereas others abort, thereby
DBMS access and update privileges to data located in otheviolating the atomicity property. The problem of ensuring
heterogeneous data sources. Over the past decade, substatemicity in MDBS environments has been studied in Breit-
tial research has been done to identify mechanisms for efbart et al. (1990), Wolksi and Veijalainen (1990), Mehrotra
fectively dealing with the problems that arise due to theet al. (1992b,d) and Zhang et al. (1994). We need to fur-
heterogeneityand autonomyof the local systems. This re- ther study how these schemes can be adapted for hierarchi-
search has resulted in transaction management algorithnmeal MDBSs. Finally, in this paper we concentrated only on
for MDBSs that ensure correctness without sacrificing thedeveloping mechanisms for ensuring global serializability
autonomy of the individual system. Most of the proposedin hierarchical MDBSs. Since ensuring global serializabil-
approaches have, however, considered an MDBS as a singity in an MDBS environment is both complex and expen-
monolithic system which, executing on top of the existing sive, and schemes that ensure serializability may not offer
local DBMSs, controls the execution and commitment of thethe desired degree of concurrency, substantial research has
global transactiongtransactions that execute at multiple lo- been done to develop correctness criteria for MDBSs that
cal DBMSs) in such a way that consistency of the individualare weaker than serializability but ensure database consis-
systems is not jeopardized. tency under appropriate assumptions about the MDBS envi-

In this paper, we have proposed a hierarchical architecronment (Du and Elmagarmid 1989; Mehrotra et al. 1991).
ture for multidatabase systems and studied how concurrencl will be interesting to study concurrency control schemes
control can be done in such systems. We believe that a largand the consistency guarantee that results in hierarchical
MDBS, that spans multiple organizations geographically dis-MDBSs in which different domains may follow different
tributed over nodes of a worldwide computer network will notions of correctness.
not be developed as a single monolithic system. Instead,
it will be de_Ve|Oped as a hlleramhlcal system |n.wh|ch anAcknowledgementsWe wish to thank Daniel Barbarfor many inspiring
MDBS that integrates certain local DBMSs may itself be a giscussions. We would further like to thank Rajeev Rastogi for his com-
part of a larger MDBS. In a hierarchical MDBS, depending ments on an earlier draft of the paper. We would like to thank the VLDB
upon the nature of the transactions that execute, the compudournal referees for their constructive criticism and many improvements
ing resources available, and the reIiabiIity of the network,they suggested over the original version of the paper. Work partially sup-
different component MDBSs may follow different transac- ported by NSF grants IRI-8805215, IRI-9003341 and IRI-9106450, and by
. . a grant from the IBM corporation.
tion management schemes to ensure the consistency of the
data they integrate. However, the transaction management
algorithms followed by the individual MDBSs must be such
that it is feasible to compose them as elements of a larger
MDBS.

8 Conclusions
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<s Sf(rﬁ D)
Induction. Assume that the lemma is true for all domains

In this appendix, we prove Theorems 1-3 stated in the papeD such thatevel(D) < p. Let

We begin by first proving Theorem 1. To prove the theorem,
we first need to develop the following two lemmas.

Lemma 1. Consider an MDBS environment with the set
A of domains. LetS be a global schedule an® be an
arbitrary domain inA. ScheduleS? is serializable, if each
of the following three conditions hold:

1. For each domaiD;, such thatchild(Dy, D), schedule
SPx is serializable.

2. For each domaiy, such thatchild(Dy, D), there ex-
ists a serialization functios f such that the following
holds:

For all transactiond;, T}, if global(T;, Dy),
global(T.

i, D), andT; ~s o, Tj, then
sf(T;, D) <s sf(T}, Dy).
3. ScheduleS? is serializable.

Proof. Assume thatS? is not serializable. Since by (1) each
SPx is senallzable there eX|st transaction’s, Tg, Ty

such thatT} s gPky T, T s Pk, T3, ..., Th—1 &5 Dy,

S —1
T, T, WSDk T1, where child(Dy, 7D) global(T;, Dy.,),
and global(T(“l)mod ns Di,)y @ 1, 2, L.
By (2) Sf(TlaDk1) <s Sf(T27Dk1)! Sf(T27Dkz) =s
Sf(T3a Dkz) S3] sf(Tn 1, Dk77 1) =s Sf(Tna Dkn 1)
sf(Th, Dy,) <S sf(TLDk) Thus, by the definition of
conflicts in 2, 7.0 50 TP, T2 L TP,

~sgp TP, TP WSLLTI . Hence, TP ~5p T which is a
contradiction sinceS” by (3) above is serializable. Hence
proved.

WSD T3 gy ..

We next prove that the functionf defined in the paper
meets the requirement of a serialization function for a do-
main D.

Lemma 2. Consider an MDBS environment with the set
A of domains. LetS be a global schedule with transac-
tions T;, and 7;, and let D be an arbitrary domain in

A. If global(T;, D), global(T;, D) and T; ~sgn Tj, then

sf(Ti, D) <s sf(1}, D).

In the proof of Lemma 2, we will need the following
notion of a level of a domain:

level(D) =
1, if D = DB, for some local database DBMS
maximum(level(Dy)) + 1, wherechild(Dy, D)

Proof. The proof is by the induction over the level of the
domains.

Basis (evel(D) = 1). If level(D) = 1, then for some
DBy, D = DBy. Hence, for all transaction§;,T;, if
global(T;, D), global(T;, D), andT; ~+s, T}, then by defi-
nition of serg, , sers, (I;) <g serg,(T}). Hence,s f(T;, D)

D= U{DLDz,...,Dn}

be an arbitrary domain such thawel(D) = p+1. LetT;, T;
be transactions such thatobal(T;, D), global(T;, D), and

T; Llsn T;. There are two cases to consider:

— (T; ~»gn, T; for some Dy, such thatchild(Dy, D)):
Since global(T;, D) and global(T;, D) and T;, T; exe-
cutes inDy, global(T;, Dy) and global(T;, Dy). Thus,
by IH, sf(L;, Dy) <s sf(I}, D). Hence by definition
of a conflict in SP, TP ~z» TP. As a result, by the
definition of s f(T', D), sf(TZ,D) =g sf(1;, D)
(There exist transaction§y,7%,...,T, such that T;
o Tnfl ": Dy,

*
SDkl le Tl WS T21 .. s Tnv

Ty, ~»gp,, Tj, wherechild(Dy,,D), 1 = 1,2,...,n):
Note thatglobal(Tl,Dkl) 1=12,...,n, and
global(T141,Dy,), 1=1,2,...,n— 1 Thus, by IH,

sf(T;, Di,) <s sf(11, Dyy),
sf(T1, Dy,) <s sf(12, Dg,), .. .,
Sf(Tnfla Dk,n,]_) <s Sf(T’rh Dknfl)a Sf(Tna Dk") <s

*
oad D
k2 n—1

sf(Ty, Dg,,).
Hence, by definition of a conflict i8?, T° ~zp Tl ,
TlD ‘V‘->54D T2 Y e ey TD71 WSD T T WSD TJ

Hence, TP <5z TjD. As a result, by the definition of
sf(I, D), sf(T;, D) <s sf(1;, D). Hence proved.

Proof of Theorem 1The proof is by the induction over the
level of the domainD.

Basis (evel(D) = 1): If level(D) = 1, then, for some By,
D = DBy. SinceSy, is serializable, for alk = 1,2,...,n,
SP is serializable.

Induction. Assume that the theorem is true for eath
such thatlevel(D) < p. We show it to be true for each
domain, D such thatlevel(D) = p + 1. Let D be such
a domain and further leD = (J{D1, D»,...,D,}. Since
level(Dy) < p, child(Dy, D), by IH, SPx is serializable.
Further, sincehild(Dy, D), D, € TOP. Thus, the function
sergp, exists. By Lemma 25 f(1;, Dy) = sergnp, (1;) satis-
fies the property that for aif;, T;, such thaiylobal(T;, Dy,),
global(Ty, D), T; ~gp, Tj =

sf(T;, Dy) <s sf(Tj, Dy). Thus, by Lemma 1, sincé” is
serializable,S? is serializable. Hence proved.

Proof of Theorems 2 and dote that Theorem 2 directly
follows from Theorem 3, since for a given set of domains
A and a domain ordering if DG is acyclic, then the corre-
sponding LDG does not contain any undesirable cycles, We,
thus, restrict ourselves to proving Theorem 3 which is done
in the remainder of the appendix. To do so, let us consider
a schedules' that is not serializable. Thus, there exist trans-
actionsTh, 1, ..., T, such thatly ~pp, 15, To ~pp, T3,

o Thq ~DB, _1 T, Ty, ~>DB,, T1.5 Let D € TOP such
that DB, — D. If, forall DB;,i=1,2,...,n, DB; C D,

5 For notational brevity, we denote: ;pp; (Or ~+s,) by ~~pB,-
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thenTy ~¢p T1 Which is a contradiction, since, as shown in f}D JlgD T]D. Hence proved.
Theorem 1, for each domaid € A, our scheme ensures that

SP is serializable. Thus, to prove that under the hypothesis

of Theorem 3, the resulting global schedslés serializable,

we can restrict ourselves to the case in which there existgng global(T;

aDB; 7 D. Let DBy be the first suchDB;, that is, for
all DB;, 1 <i < k, DB; — D and furtherDB;, 7 D. In
this case, since transactid@fi executes on bot B, _; and
DBy, global(Ty, D) and further,T), ~g T}. We will show
that in this case it must be the case thgt <z, T}” which
is a contradiction sincé? is serializable.

Thus, our task of proving Theorem 3 reduces to that
of establishing that under the hypothesis of Theorem 3, i

there exists transactloﬁ ,Tj, such thatglobal(TZ,D) and
global(T;, D), andT; g T thenT WSD TJ The proof

f’.htT

Recall that we were considering the proof of the fact
that if there exist transactions, 7}, such thatglobal(ﬂ, D)
D), andTi ~ DBy J, thenT '\/‘-)SD TJ

If in case, DB,c C D, then the above developed lemma
shows thatT” s5» 7. We next consider the case in
which DBy, [Z D. Let DB, C D', whereD’ € TOP.
Note that, sinceglobal(T;, D) and global(T}, D), it must
be the case thaglobal(T;, D’) and global(T};, D’). Thus,
by Lemma 3, we have thal”" <55, TP'. To prove
<gp TP, we will show that if for any pair
of transactionsl;, 7; and domainsD, D’ € TOP, where

gzobal(T,,D) and global(T;, D), if TP" ~gp TP', then

of this |s a little mvolved Let us flrst consider the case in TZD ~ 3D TD

which the conflictT; ~ T; arises due to a direct conflict

betweenT; andT; at some DBM; that is, T; ~pp, Tj.
In this case, there are two possibilities— eittheB, C D, or

DBy, [Z D. If DBy, C D, thenT; ~~gpo T}. The following
lemma shows that if; <o T, thenT? <~z TP.

Lemma 3. Let T; andT; be transactions anB be a domain
such tha@lobal(TZ, D) andglobal( , D) andievel(D) > 2.

If Ty ~gp T thenT WSD T

Proof. Letp = level(D) The proof is by induction omp.
Basis { = 2): Thus,D = {DB;, DBy,...,DB,,} for some
local database DBMS k = 1,2,...,m. SinceT; ~»gp T},
there exists transactioriy, 75, . .., T;, such thatT; JSDBM

* *
Ty, 11 WDBk 13, ... Th—1 ~pBy, Tni Tn ~bpp,, , 1)

where
global(Ty, DBy,) and global(Ty, DBy,.,), 1 =1,2,...,n
Hence, by definition of the serialization functiaif,
sf(Ti, DBy,) <s sf(I1, DBy,),
sf(T1, DBy,) <s sf(12,DByy,), ...,

sf(Tn—1,DBy,) <s sf(Tn, DBy,), and
sf(Tn, DBy,.,) <s sf(1, DBy,,.,)-

Thus, by definition off;, T;” ~§D TP, TP 7D TP, ...,

7

TP | ~go TP, andTP ~gp TP. Hence TP <z TP.

Inductlon Assume that the Iemma holds for all domams T
such thatievel(D) < p. We show that it holds for domains s f(T;

such thatlevel(D) = p+ 1. Let D = | J{D1,Dy,..., Dy}
be an arbitrary domain such thatvel(D) = p + 1. Since

T;, there exist transactiorig, 15, ...,T,, n > 0,
such thatl}; ~ g7 Tu T & o T2v oo Tt ~ i, T,
and T, ~ ¢, ., Tj. Since child(Dy,, D), level(Dy,) <

*
Ti ~+ gD

~D ~D ~D
level(D). Thus, by IH,T; " J;SDM TN Ty % oy,
D;‘ D n * n n+ *
T2 21 ceey Tnjl ~ &D, Tn Di , and Tn 1 ~ 5Dk

TPk, Hence, by definition of the serialization functislfi,
Sf(Tla Dk1) <s Sf(Tla Dkl) Sf(Tla Dkz) <s Sf(T27 Dkz)

sf(Tn laDk ) =S Sf(T’nka ) andsf,(T’naDk +1) '<S
sf( s Dy,,,). Thus, by definition ofT;, T D gD TP,

TP WSDTZ,...,TDAWSDT TP g0 TP. Hence,

Lemma 4. Let the setA satisfy restrictionR1 and the
LDG be acyclic. Further, letl;,T; be transactions and
D,D’ € TOP be domains such thagtlobal(T,,D’) and

global(Ty, D'). I TP S50 TP, thenTP &gp TP

To prove Lemma 4, we first develop the following two

lemmas that relate conflicts between transactions in domains
D,D’, whereD' C D.

Lemma 5. Let D be a domain and’;,7T; be transactions
such thatglobal(T;, D) and global(T;, D). If there exists a
D' C D such thatl’P’

j*gnf f’le, thenfiD «i:gp TjD.
Proof. The proof in by induction on the level of the domain
D, whereD’ C D.
Basis (level(D) = level(D')): SmceD’ C D, it must be the
case thatD’ = D. Thus, T” ~zp TP.
Induction. Assume that the lemmia is true for all domains
D, D' C D such thatlevel(D) < level(D') + p. We show
that the lemma is true for all domains such thatel(D) =
level(D")+p+ 1. Let D be such a domain. Sinc®’ C D,
there exists a domai®”, D' C D", wherechild(D", D).
Further, sinceylobal(T;, D) andglobal(T};, D), and sincel;
andT; execute inD”, it must be the case thaiobal(T;, D")
and global(Tj,D”) Thus, by IH,7”" % zpn TP". Since

J
S f’ , by definition of sf, sf(E,D”) <5
,D"). Thus by definition off;, T'° ~ED T Hence,

(]
7D
TP Sgp TP.

Lemma 6. Let TZ, T; be transactions and Ié2 be a domain
such thatT? <5 TD For all D', D' C D, if T; and T}
execute inD’, themf(T,,,D ) <s sf(T;, D).

Proof. Let there exists aD’ such that sf(Tj, D) <s
sf(T;, D). Thus, there exists a domaily’ such thatD” C
D, parent(D", D') such thatl’”" 5, TP". Hence, by
Lemma S,TJD ~gp TP. Thus,SP is not serializable, which
is a contradiction. Hence, suchZ&’ does not exist. Thus,
for all D', D' © D, sf(T;, D) <s sf(I},D).



Proof of Lemma 4There are two cases to consider.

— (DN D" # 0:) We first show that bottl; and T; ex-
ecute atD N D’. If T, does not execute ab N D',
then, sinceTl; executes atD, there exists @)B; — D
and aDB, — D’ such thatT; executes atDB; and
DB, where DB, ¥ DNnD'  and DB, ¥ DN D'
SinceT; executes atD B, and DB,, there exists a do-
main D" € TOP, Dom(T;) C D", such thatD” # D
and D" # D'. Consider the labeled domain graph LDG.
In LDG, since DBy — D and DBy = D", there
is an edge D, D"”) such thatDB; = label(D,D").
Further, sinceDB, — D’ and DB, ©— D", there
is an edge D', D”) such thatDB, = label(D,D").
Since D N D' # (, there exists an edgeD( D’) in
LDG. Thus, LDG contains a cyclel), D), (D", D’),
(D', D). Since DB, [ D', DB, [ label(D, D’). Fur-
ther, sinceDB; i D, DB, [Z label(D,D’). Hence,
the cycle O, D"), (D”,D’), (D', D) is an undesirable
cycle. Thus, it must be the case that executes in
D n D'. Similarly, it is the case thaf; executes in
DND'. SinceTP ~zp T]-D, by Lemma 6, we have that
sf(T;, DN D") <g sf(T;, DN D’). Thus, by Lemma 5,
since global(T;, D') and global(T;, D'), we have that
(DN D' =) SinceT; executes atD as well asD’,
let T, executes atDB1, DB3, where DB; — D and
DB; = D'. Further, sincel; executes aD as well as
D', let T; executes aDB,, DBa, whereDB, = D and
DB, D’. We show that there exists a domdM such
that DB, — D", DB, = D", DBs = D", DB, = D".
Say, such a domaiP” does not exist. Sincg; executes
at DB1 and DBg;, there exists a domai®’’ € TOP,
such thatDom(T;) — D and thusDB; — D’ and
DB; = D'". Further, sinceT; executes atDB, and
DBy, there exists a domai®”” € TOP, such that
Dom(T;) — D" and thusDB, C D"” and DB, C
D" If D" o= D”", then DBl C D///’ DB2 C D”/,
DBs D”,andDB4sC D".Hence D" # D"". Thus,
D # D' # D" # D"”. Consider the labeled domain
graph LDG. In LDG, there is an edg®( D"’) such that
DB C label(D, D), there is an edgel{’”’, D) such
that DB3  label(D, D), there is an edgel{’, D"")
such thatDB, [ label(D’, D), and there is an edge
(D", D) such thatD B,  label(D"", D). Thus, LDG
contains a cycle Ip,D"), (D",D'), (D',D""),
(D", D). We next show that LDG contains a undesir-
able cycle. There are two cases to consider:

- (D" D" =0 :) Since DBy C label(D,D"),
DBy C D". SinceD"" nD"" =, DBy i D"".
Thus, DBy i label(D""”, D) and furtherDB; ¢/
label(D"", D). Similarly, since DBy ¢ D/,
DBy [ label(D’, D). Hence, label(D,D") #
label(D’, D), label(D, D"") # label(D’, D"""), and
label(D, D) # label(D, D""). Using similar rea-
soning, we can show that
label(D, D"") # label(D"', D) # label(D’, D"") #
label(D"", D).

Hence, the cycle I, D""), (D", D"), (D', D""),
(D"", D) is an undesirable cycle.
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— (D" ND" #0:)If D" N D™ # (), then LDG
contains an edgelX"””, D"") and thus LDG, besides
containing the cycle, D""), (D", D), (D', D",
(D", D), also contains cycled, D), (D", D'"""),
(D””, D) and a)/’ D/N), (DW, D””), (D"N, D/). Note
that, sinceD N D’ = (), it must be the case that
DB 7 label(D’, D"y and DB 7 label(D’, D).
Further,DB; (= label( D', D) and DB, [
label(D’, D"").

Similarly, DB3 7 label(D’, D),
DBs 7 label(D’, D""), DBy it label(D, D) and
DBy 7 label(D, D""). Thus, if the cycle D, D"),
(D", D", (D', D", (D"", D) is not an undesirable
cycle, then eithetabel(D, D) = label(D, D"") or
label(D', D" label(D’, D"). Note that
label(D, D"") = label(D, D) andlabel(D’, D) =
label(D’, D"") both cannot hold, since thebs would
be such thatDB, — D3, DB, C D3, DB3 C Ds,
and DB,  Djs. If label(D,D"") = label(D, D"),
andlabel(D’, D"") # label(D', D""), then the cycle
(D', D", (D", D", (D"",D") is an undesirable
cycle. Else, if

label(D’, D""") = label(D’, D),

and
label(D, D"") # label(D, D),

then the cycle D, D), (D", D""), (D"", D) is an

undesirable cycle.
Hence, there must exist a domain’ such thatDB;
D", DB, C D", DBs C D", and DB, — D".
Since global(T;, D N D") and global(T;, D N D"), and
TiD 5D TjD, by Lemma 6,sf(T;,D N D") <g
sf(T;,D N D"). Hence, by Lemma 5, and the defini-
tion of T3, TP" < go» TP". Sinceglobal(T;, D' N D")
and global(T;, D' N D"), and TP" “%gzpn TP, by
Lemma 6,sf(T;, D' N D") <5 sf(T;, D' N D"). Hence,
by Lemma 5, and the definition of;, T g0 TP
Hence proved. '

Using Lemmas 3 and 4 we can establish that if there ex-
ists transaction T;,7;, such that global(T;, D) and
global(T}, D), andT; ~pp, Tj, thenTP? <55 TP. Recall
that to prove Theorem 3 we needed to show that under the
hypothesis of Theorem 3, if there exists transactioyil’},

such thatglobal(T;, D) and global(T};, D), andT; g T,
thenT,” < z» TP. We have already proved the above un-

der the assumption that the confli€ ~ 7 arises as a
result of a direct conflict between transactidfisand T’;;

that is, there exists & B, such thatl; ~pp, T;. We next
relax the assumption and show that, for any arbitrary conflict
T, ~g T;, the claim holds. To do so, we will require the
following lemma that establishes how the presence/absence
of certain edges between the nodes in an LDG impacts the
nature of the conflicts between transactions that can occur
in the system.

Lemma 7. Let T3, 1>,...,T,, n > 2, be transactions such
that Ty ~pp, 12, T> ~pB, 13, ..., Tno1 ~pB,_, Th.
Let D’ and D", D' € TOP, D" € TOP, be domains
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such thatDB; C D’ and DB,,_1 T D”. There exists a
path (D/,Dl), (D]_,Dz), ce ey (DT_]_,DT), (DT,DH) in LDG

such that for allD;, + = 1,2,...,r, there exists aDB;,
ji=12.. -1, such thatDB |: D;. Further, let edges
(D', Dy), (D17Dz) , (D1, T) (D,, D") have labels

Li,Ly,...,L,, respectively. ForallL;,i=12,...,r, there
exists aDB;, j =1,2,...,n—1, such thatDBj |: L;.

Proof. The proof is by induction om.
Basis (n = 3): Thus, T1 ~pp, T>» and T> ~pp, T3,
where DB, — D’ and DB, = D”. Consider the domain
D € TOP such thatDom(T>) C D. If D = D’, then, since
DB, - D” and DB, C D/, there is an edgel{’, D”) in
LDG. Further,DB; CC label(D’, D"). Else, if D = D", then
sinceDB;, C D' andDB, C D", there is an edgel¥’, D")
in LDG. Further,DB;  label(D’, D"). Else, if D # D" and
D # D", then there are edge®{, D) and (D, D”) in LDG
such thatD By C label(D’, D) and DB, C label(D, D).
Induction. Assume that the lemma holds far= m — 1,
m > 4. We show it holds forn = m. Thus, we have
T ~ DBy 1>, 1o ~DB, T3, ..., Thma ~DBy—1 T,,. Let
DB,,_, — D", where D" € TOP. If D' = D', then
by base case, the lemma holds. ElseDif’ = D", then
Ty ~pp, 12, T> ~pp, I3, ..., Tru—2 ~pB,,_» Tm—-1,
where DB; C D’ and DB,,_1 £ D”. Hence, by IH, the
lemma holds. ElseD”” # D" and D" # D”. By IH, there
exists a patth/7Dl)v (DlvDZ)i ce (DrflaDr)! (DTaD”/)
in LDG such that for allD,, ¢ = 1,2,...,r, there ex-
ists aDB;, j = 1,2,...,m — 2, such thatDB; = D;.
Further, for allL;, i« = 1,2,...,r, there exists aDB;,
=12,...,m— 2, such thatDB; C L;. By the base
case, sincd,,_» ~pp,,_, ITm—1 andT,,_1 ~pp,, _, Tm,
there exists a pathI{”, D)), (D}, D5), . (Dr, 1, DL,
(D..,,D") such that for allD;, i = 1,2,...,r', there exists
aDB;,j=m—2,m—1, suchthaDB; C Dg. Further, for
allL;,i=1,2,...,7, there exists &B;, j =m—2,m—1,
such thatDB; C L;. Hence, for somes there exists a
path (D/aDl)! (Dl»DZ)! BT} (Ds laD ) (DsaDN) in LDG
such that for allD;, ¢ = 1,2,...,s, there exists aDB;,
j=12...,m—1, such thatDB C D;. Further, for all
L;,i=12,...,s, there exists aDBj, i=12,...,m—1,
such thatDB; C L;.

Lemma 8. Let the setA of domains satisfy the restric-
tion R1 and let LDG be acyclic. Further, leb € TOP
be a domainjevel(D) > 2, andT; andT,, be transactions
such thatglobal(11, D) and global(T},, D). If T1 ~pp, T

L] )]
Ty ~pp, T3y -+ s Tt ~pp,_, Tn, thenTP ~ss5p TP,

Proof. The proof in by induction om.
Basis (» = 1): Thus,T1 ~pp, 12. There are two cases to
consider.

— (DBy © D) In this case, 71 ~gp 1. Thus, by
Lemma 3, smceglobal(Tl,D) and global(T3, D), we

have thatl}” ~zp T
— (DB, Z D) Let DBl C D/, whereD’ € TOP. By

Lemma 3,7 Sz TP Slnce global(Ty, D) and
global(1», D), by Lemma 4T1 '\/‘-)SD T

Induction. Assume that the lemma holds for all< m — 1.
We show that it holds for = m. Thus, we have} ~pp,

T, 15 ~DB, T3, ..., Tha ~ DByt T,,. There are two

cases to consider.

— (there existsi, i = 1,2,3,...,m — 1, DB; — D:) Let
DB, - D, 1< k < m— 1. Further, letDBy,, and
DBy,, 1 < k1 < k,andk < k; < m — 1, be such that
forall DB;, i = ki, ki +1,...,k,k+1 ... . ko, DB, C
D, DBy,-1 # D and DBy,s1 Z D. If k3 = 1 and
ko = m — 1, then by Lemma 3, since for alDB;, 1 =
1,2,...,m—1,DB;, C D, TP %5, TP. So we only
need to consider the case in which elther<1k1 or
ko, < m — 1. There are two cases to consider:

— (1 < k1:) Consider transactiofiy,,. Note that7},, 1

~ DBy, 1 Lk and furtherTy, ~ DBy, Thitt- Since
DBy,_1Z D, DBy, C D, and transactloffk1 exe-

cutes onDB,cl and D By, —1, global(T},, D). Hence,

by IH, TP WSD TP and furtherTP &zp TP.
Hence, TP <z TT’?.

— ( k2 < m — 1:) Consider transactiofiy,. Note that
Tkz ~ DBy, Tk2+1 and furtheerzﬂ ~* DByt Tk2+2
Since DBk2+1 Z D, DB, C D, and transaction
T,+1 executes oD By, and D By, +1, global(T},, D).
Hence, by IHTP < gp T}2,, and furtherl;2,, < zp
T.P. Hence, TP “s5p TP.

— (forall7,i=21,23,....m—1,DB; Z D:) Let DB, C
D', D' # D, whereD’ € TOP and Dom(T1) C D’.
There are two cases to consider: .

— (DB,,_1 C D’:) We first show that7}”’
T2 1t will follow from Lemma 4 that7P ;5o
TP. Since DB,,_1 C D', we have thatl} ~pp,
T, 1> ~~DB, T3, ooy Thon ~>DBy_1 T, where
DBy, DB,,_1C D'.Ifforall DB;,i=1,2,....m
1,DB; © D', then, sincd} ~ o' Tr,, by Lemma 3,
we have thatl}”" sz, T2 . Thus, by Lemma 4,
TP 5o TP. Else, there exists @By, k =
2,3,...,m — 2, such thatDB;, i D’. Let k; be

such thatDBy,, 7 D’ and for allk =1,2,... k) —

1, DB, C D'. Thus, T]ﬁ,l ~3DBjy 1 Tkl and

Tk, ~ DBy, Thy+ts whereDBy, 1 = D' andDBy, 7

D’. SinceTy, executes both o By, 1 and DBy,

*
~3&D/

global(Ty,, D'). Hence by IH,TP" < zp TP and
TP g TR Hence TP % zpr TE'. Thus, by

Lemma 4,70 < 5p TD.

- (DBy,_1 2 D":) Let DB,,_1 — D", whereD" ¢
TOP and Dom(T,,) C D”. Note thatD” # D’
and furtherD"” # D. SinceT; executes in bothD
and D', and Dom(T;) E D’, LDG contains an edge
(D, D'). Let label(D, D’) = L'. Similarly, sinceT,,
executes in botlD and D”, and Dom(T},) C D",
LDG contains an edgell, D). Let label(D,D") =
L”. We first show that it must be the case tliat=
L".
Assume on the contrary that # L”. SinceTy ~pp,
T5, T> ~pp, 13, ..., Tjn_1 ~pg,,_, Tm, Where
DB, D' andDB,,_1 = D”, by Lemma 7, there

exists a path ', D1), (D1, D5), ..., (D,_1,D,),
(D, D") such that for allD;, i = 1,2,...,r, there
exists aDB;, j = 1L,2,...,m —1, DB; £ D;
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and further, for all edges in the patlD{ D,,), there exists transactiofi;, T;, such thatglobal(T;, D) and
there exists aDB;, j = 1,2,....,m — 1, DB; T giobal(T}, D), andT; ~sg T;, thenTP < zp ij, the proof
label(Dy, Dy,). Since for allDB;, DB; £ D, the  of Lemma 8 completes our task of proving Theorem 3. We
path does not contai). Hence, LDG contains a symmarize the proof of Theorem 3 below.

CyCIe (DaD/)! (D/;Dl)i (Dl,Dz), cee (DT—17D7’)!

D,,D"), (D", D). We next show, using induction . . .
f)n - thzzlt (LDG chtains a)ri und(\aNsir;bllegc;/cleu. I Proof of Theorem 3If S is not serializable, then there exist

; -0 P 1" transactiongl, T, ..., T, such thafly ~ DBy 15, T, ~DB,
E;SIS ¢ = 0:) Thus, LDG contains an edg®(, D"). Ts oo To 1 pm. . To. Ty ~pp. Ti. Let D € TOP
label(D’, D) = L”". Since there exists & B; such such thatDB, C D. If for all DB;,=1,2,...,n, DB; C
that DB; = L", and further sincel/ = D and D, thenTi ~~go T1. Hence, by Lemma 377° ~~gp 777,
L" T D, itis the case thal”” # L” and L # L. ~ Which is a contradiction. Thus, there existsl&B ¢ D.
(D', D"), (D", D) is an undesirable cycle. D. Hence, since transactidfy, executes on bottDBj,_1.
(D', D), (D1, D>), ..., (Dy—2,Dy_1), (Dy_1,D"), Tk ~DBy Tr+1, Ters DBy Thv2s - Tt ~pDB,

(D", D), then LDG contains an undesirable cycle. Tn: Tn ~pp, 11, 11 ~ppy T2 - The1 ~ DBy The
We next show that if there exists a cycle Since global(Ty, D), by Lemma 8,T}” ~»zp T;” which is
(D,D"), (D', D1), (D1,D5), ..., (Dy_1,D,), a contradiction. Hence, the sequence of transactions cannot
(D,., D", (D", D) exist. Thus,S is serializable.

in the LDG, then LDG contains an undesirable cy-
cle. Consider the cyclel{, D), (D', D1), (D1, D2),
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