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ABSTRACT

Applications in diverse domains such as astronomy, economics
and industrial monitoring, increasingly press the need for analyz-
ing massive collections of time series data. The sheer size of the
latter hinders our ability to efficiently store them and also yields
significant storage costs. Applying general purpose compression al-
gorithms would effectively reduce the size of the data, at the expense
of introducing significant computational overhead. Time Series
Management Systems that have emerged to address the challenge
of handling this overwhelming amount of information, cannot suf-
fer the ingestion rate restrictions that such compression algorithms
would cause. Data points are usually encoded using faster, stream-
ing compression approaches. However, the techniques that contem-
porary systems use do not fully utilize the compression potential
of time series data, with implications in both storage requirements
and access times. In this work, we propose a novel streaming com-
pression algorithm, suitable for floating point time series data. We
empirically establish properties exhibited by a diverse set of time
series and harness these features in our proposed encodings. Our
experimental evaluation demonstrates that our approach readily
outperforms competing techniques, attaining compression ratios
that are competitive with slower general purpose algorithms, and
on average around 50% of the space required by state-of-the-art
streaming approaches. Moreover, our algorithm outperforms all
earlier techniques with regards to both compression and access time,
offering a significantly improved trade-off between space and speed.
The aforementioned benefits of our approach —in terms of all space
requirements, compression time and read access— significantly im-
prove the efficiency in which we can store and analyze time series
data.
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1 INTRODUCTION

Applications found in multiple industries, such as healthcare, fin-
ance, environmental monitoring and manufacturing, are producing
high quality information in the form of time-ordered data sequences
at an unprecedented rate [11, 32, 36]. Consequently, data analysts
are awash in petabytes of measurements that they need to har-
ness to deliver valuable and accurate insights. However, the sheer
volume of the generated time series data hardens the task of stor-
ing them for subsequent analysis, as the respective space required
translates to excessive storage costs [25]. One way to cope with the
increasing volume of data points is to compress them, to reduce the
overall space requirements, while also providing data analysts with
access to all historical data. Besides the obvious storage savings, the
reduced requirements would also improve the performance of read
queries, as fewer disk pages need to be read and more blocks can
be cached in memory. Nonetheless, general purpose compression
algorithms are quite expensive and their use would significantly
impede the ingestion of voluminous data sequences.

Indeed, Time Series Management Systems (TSMSs) [17], that
have recently emerged due to the growing need for systems that
efficiently handle the velocity and volume of time series data, pre-
dominantly avoid using general purpose compression algorithms.
Instead, to reduce the space requirements of storing both the meas-
urements and the respective timestamps, TSMSs adopt alternative,
faster compression approaches. When handling floating point time
series data, an effective compression technique is to perform a
bitwise XOR operation between the current value and the previ-
ous value. The resulting set of bits describing the difference is
likely to contain a lot of zeros, as neighboring data points do not
change significantly. This technique is the basis of many existing
approaches [13, 16, 24, 34], including Gorilla [33], the state-of-the-
art lossless compression algorithm currently employed in most
widely-used TSMSs. All these XOR-based floating point compres-
sion algorithms support compression over a stream of data and
are fast enough to handle the ingestion rate requirements of con-
temporary systems. However, despite their advantages and wide
adoption, their respective space savings are very modest and, in
any case, not on par with those of general purpose compression
algorithms.

In this paper, we perform a rigorous study of compression al-
gorithms suitable for floating point data to uncover the advantages
and disadvantages of different approaches. We also study various
real-world floating point time series and bring to light properties
that provide high compression potential. Our investigation shows
that when two consecutive floating point values are not identical,
their respective XORed value is not likely to have a large number of
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trailing zeros. On the contrary, most resulting XORed values exhibit
a considerable number of leading zeros. Based on our findings, we
design and propose CHIMP, a novel lossless streaming compres-
sion algorithm that preserves the compression and decompression
speed of earlier streaming approaches, while also providing signi-
ficant space savings that are competitive with slower, yet extremely
effective general purpose compression schemes.

CHIMP builds upon the distribution of the number of leading
zeros to provide a very space efficient representation that is fre-
quently reused by successive values. Moreover, we induce impress-
ive compression rates by exploiting trailing zeros only when their
number is large enough to provide savings. Finally, we propose
a variant of our algorithm, termed CHIMP12g, that examines addi-
tional earlier values —besides the immediately previous one- to
compare with the current value. In this way, CHIMP123 identifies
values that significantly boost our compression potential and help
us greatly outperform the current state-of-the-art streaming ap-
proaches. Due to our space savings and the use of a sophisticated
data structure that enables us to quickly retrieve the best candid-
ate values, CHIMP 23 offers impressive performance with regard to
compression speed as well. These findings establish our approach as
the undisputed preferable option for the compression of floating
point time series, as we provide space-efficiency that is equivalent
with up to 48x slower general purpose compression approaches
while also being at least as fast as the state-of-the-art streaming
approaches. Overall, our improvements with regards to all compres-
sion time, decompression time, and space requirements, directly
translate to significant tangible benefits for applications that work
with time series data.

We summarize here the key contributions of our proposed com-
pression algorithm. In particular, we:

e perform a survey of compression algorithms suitable for
floating point data and investigate their pros and cons.
uncover and report important properties of floating point
time series towards fully exploiting their compression po-
tential, through a highly efficient streaming approach.
significantly reduce the space requirements for compressing
floating point data, compared to state-of-the-art streaming
approaches. We show that our optimized representations
offer improvements that reach up to 70% over earlier ap-
proaches, requiring on average about half of the space.
greatly outperform general purpose algorithms that provide
better compression ratio by offering up to 48 times faster
compression. We also outperform streaming techniques in
terms of speed as far as both compression and decompression
of the values are concerned, offering an overall significantly
improved trade-off between space and speed, which clearly
stands out compared to earlier efforts, streaming or not.

2 PRELIMINARIES

We begin our discussion by providing definitions that will be useful
throughout the paper in Section 2.1. Next, we detail the standard we
use for the representation of floating point numbers in Section 2.2,
and discuss the state-of-the-art Gorilla compression scheme for
floating-point time series in Section 2.3.
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Figure 1: 64-bit IEEE 754 double precision floating point
format. One bit is used for the sign, 11 bits for the exponent
and 52 bits for the fraction.

2.1 Floating Point Time Series

We first provide necessary definitions in the context of our work:

Definition 2.1 (Time series). A time series TS is a sequence of
data points, represented as timestamp and value pairs, ordered by
time in increasing order: TS = ((#1,01), (t2,02), .. .). For each pair
(t;,v;j) the timestamp ¢; represents the time when the value v; was
recorded.

Definition 2.2 (Bounded Time series). A time series TS that com-
prises a fixed number of n data points TS = ((t1,01), ..., (tn,vn))
is a bounded time series.

Definition 2.3 (Floating Point Time series). A time series TS =
((t1,0v1), (t2,02),...) with v; € Rfor all i € N, is a floating point
time series.

The following is an example of a floating point time series, with
each pair representing the timestamp, in seconds, since the record-
ing of measurements was initiated, and the respective values:

TS = ((0,3.2), (5,3.7), (10,3.2), .. .).

We can construct a bounded floating point time series by using a
subset of data points from TS, for example conditioning on 0 <
t; < 100.

In this paper our focus is on floating point time series, bounded
or not, and their representation using the double precision floating
point format that occupies 64 bits in memory.

2.2 IEEE 754 Double Precision Floating Point
Format

The IEEE Standard for Floating-Point Arithmetic (IEEE 754) is a
technical standard for floating-point computation and is currently
the most common representation for real numbers on computers [5].
First established in 1985, the standard addressed the inconsistencies
caused due to many diverse floating point implementations used
earlier, as each computer manufacturer developed its own floating
point system [31].

The standard specifies two basic formats, single and double which
use a 32-bit single word and a 64-bit double word, respectively. The
single word format is not adequate for many applications, due to the
greater exponent range needed and -more frequently- the higher
precision required [31]. Figure 1 shows the three basic components
of the IEEE 754 double precision floating point data type:

o The sign (S) of the number: This one-bit field specifies either
0 for positive or 1 for negative.

e The biased exponent (E) of the number in base 2. This field
contains 11 bits. The exponent is biased by B = 1023.



o The fractional (F) part of the number’s significand in base
2. This field contains 52 bits.

A number x has the following form in the double-precision floating-
point representation:

x=(-1)x2EB x1F

An exponent value of 1023, i.e., equal to B, represents the actual
zero. Exponents of —1023 (all 0s) and +1024 (all 1s) are reserved for
special numbers. Thus, the biased exponent ranges from —1022 to
+1023. The double precision floating point data type provides from
15 up to 17 significant decimal digits precision (273 ~ 1.11x10719).

2.3 Gorilla Compression

Gorilla [33] introduces a streaming compression scheme that is
suitable for double precision floating point numbers, as specified
in the IEEE 754 standard. Gorilla was proposed by Facebook as
part of an in-memory time series storage engine that was later
open-sourced as Beringei' and is currently used as the default
encoding for floating point measurements in most well known time
series databases, including InfluxDB,? IotDB3 [39], Prometheus,*
TimeScaleDB> and M3.°

The compression scheme of Gorilla is a simplified version of the
algorithm discussed in [34]. More specifically, Gorilla discards the
expensive prediction phase featured in [34], and simply compares
the value to be compressed with the previous value. This simpli-
fication is based on the empirical observation that real-world time
series values do not change significantly when compared to their
neighboring data points. Therefore, consecutive values will often
have identical sign, exponent, as well as the first few bits of the
significand. Gorilla leverages this empirical property by computing
a simple XOR between the current and previous values, in an at-
tempt to come up with many successive leading and trailing zeros.
Then, Gorilla encodes these long runs of zeros storing only their
count, followed by the raw block of meaningful bits in-between
the leading and trailing zeros. More specifically, Gorilla uses the
following variable length encoding scheme:

o The first value is stored with no compression.

o If XOR with the previous value is zero, i.e., the values are
identical, store a single ‘0’ bit.

e When XOR is non-zero, calculate the number of leading and
trailing zeros in the XOR, store bit ‘1’ followed by either:

— Control bit ‘0’: If the block of meaningful bits falls within
the block of previous meaningful bits, i.e., there are at
least as many leading zeros and as many trailing zeros as
with the previous value, use that information for the block
position and just store the meaningful XORed value.

— Control bit ‘1’: Store the length of the number of leading
zeros in the next 5 bits, then store the length of the mean-
ingful XORed value in the next 6 bits. Finally store the
meaningful bits of the XORed value.

!https://github.com/facebookarchive/beringei
Zhtps://github.com/influxdata/influxdb
3https://github.com/apache/iotdb
“https://github.com/prometheus/prometheus
Shttps://github.com/timescale/timescaledb
Shttps://github.com/m3db/m3
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Algorithm 1: Gorilla

1 Function Gorilla (value, s)

2 if first = True then

3 s.write_bits(value, 64);
4 s.first < False;

else
xored_value «— value ® s.pr_value;
if xored_value = 0 then

L s.write_bit(0);

® N oo w

else

s.write_bit(1);

lead « count_leading(xored_value);

trail « count_trailing(xored_value);

if lead > s.pr_lead & trail > s.pr_trail then
s.write_bit(0);

center_bits « 64 —s.pr_lead — s.pr_trail;
s.write_bits(value[s.pr_lead:-s.pr_trail], center_bits);
else

s.write_bit(1);

s.write_bits(lead, 5);

center_bits «— 64 — lead — trail;
s.write_bits(center_bits, 6);
s.write_bits(xored_value»trail, center_bits);
s.pr_lead « lead;

s.pr_trail « trail;

s.pr_value < value;

This operation is detailed in Algorithm 1. We note that Gorilla
uses flags ‘0°, ‘10’, and ‘11’ to signify three different cases. Thus,
Gorilla clearly favors the case of consecutive identical values, as the
respective flag, i.e., ‘0, uses a single bit. Moreover, Gorilla attempts
to jointly exploit similarities in the number of leading and trailing
zeros of consecutive XORed values. Naturally, such a case would
work best when the expected number of both leading and trailing
zeros is large and relatively stable. In what follows, we perform a
rigorous study to investigate whether these design principles of
Gorilla are aligned with properties exhibited by a diverse set of
real-world and synthetic time series datasets.

3 PROPERTIES OF REAL-WORLD TIME
SERIES

The original focus of Gorilla is on compressing time series values
that could be both floating point or integer numbers. Yet, there exist
much more efficient schemes for compressing integer time series,
such as: (i) Delta encoding, (ii) Delta-of-delta encoding, (iii) Run-
length encoding, and (iv) Simple-8b [7]. Thus, TSMSs opt to exploit
the aforementioned algorithms when dealing with integer numbers
and achieve greater savings than what the Gorilla scheme can
offer [8]. In the context of TSMSs, Gorilla is exclusively used for
compressing floating point data. Also, similarly to other time-aware
schemes [22], timestamps are compressed separately.

Here, we study various diverse and predominantly real-world
time series to investigate the properties that floating point values
exhibit, and whether these properties are inline with the design
principles of Gorilla. The dataset we use comprises the fourteen
time series listed in Table 2 and is detailed in Section 5.1.

3.1 Trailing Zeros

Figure 2 shows the distribution of the number of trailing zeros
that result when performing bitwise XOR between two consecutive
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Figure 2: Average number of trailing zeros in the XOR with
the previous value for various time series datasets.

0.2: 00111111 11001001 10011001 10011001 10011001 10011001 10011001 10011010
0.4:00111111 1101

0.8: 00111111 111

2.2: 01000000 00000

(a) Common trailing bits with 0.2

0.002: 00111111 01100000 01100010 01001101 11010010 11110001 10101001 11111100
0.004: 00111111 0111

(b) Common trailing bits with 0.002

Figure 3: Floating point numbers for which XOR would res-
ult in many trailing zeros.

values for all the time series of our dataset. We observe that with the
exception of two time series, namely PM10-dust and Air-pressure,
it is rather unlikely for two consecutive values to be identical. For
most of the time series examined there are limited cases of resulting
XORed values with 64 trailing zeros. Moreover, we observe that
with very high probability the resulting values have less than six
trailing zeros. Therefore, the design choice of Gorilla to reserve six
bits to denote the number of trailing zeros,” actually increases the
space requirements of simply storing the actual bits. Finally, there
are only three datasets for which there is a significant number of
cases of trailing zeros in the range 6 — 63, i.e., City-temp, Stocks-UK,
and PM10-dust. The first two use a single decimal digit and, as we
can see in Figure 3a, there are many cases in which the XOR of
different values with this precision causes a considerable number
of trailing zeros in that range. PM10-dust uses 3 decimal digits, but
certain fractional parts, such as the ones of Figure 3b, are much
more frequent than others in this dataset. In most of the time series
of Figure 2, we can clearly see that there are very few cases of
resulting values with trailing zeros in the range 6 — 63.

3.2 Leading Zeros

The first twelve digits of a double floating point number represent
the sign and exponent, as we can see in Figure 1. Therefore, we
expect measurements whose values do not change significantly to
have many common leading bits. Figure 4 depicts the distribution

7Gorilla implicitly denotes the number of trailing bits by storing the number of mean-
ingful bits (Line 21 of Algorithm 1).
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Figure 4: Distribution of the number of leading zeros in the
XOR with the previous value for various time series datasets.
The resulting values exhibit a considerable amount of lead-
ing zeros, with very limited cases in the range 1-7.

of the number of leading zeros that result when applying bitwise
XOR between two consecutive values for all the time series of our
dataset. As we can see, for most time series the result usually has at
least 12 leading zeros, meaning that both the sign and the exponent
of the XORed values are identical. This is not the case for City-temp,
PM10-dust, and Wind-dir that often exhibit smaller runs of leading
zeros, in the range 8 — 12. This means that the exponent is not
identical, but quite similar, as a few of its less significant bits are
different. We also notice in Figure 4 that Air-pressure is the only
dataset whose successive values produce a large number of leading
zeros when XORed. This is due to the large integer part the values
of this dataset have, which causes similarity between consecutive
values with regards to all sign, exponent, and the first bits of the
significand. However, even for the Air-pressure dataset, XORed
values rarely have more than 30 leading zeros.

3.3 Revisiting Gorilla Compression

The investigation we performed using various diverse time series
uncovered several properties that allow for effective compression.
Here, we discuss whether the design principles of Gorilla exploit
these properties sufficiently.

3.3.1 Flag Bits. Figure 5 shows the three different cases of XORed
values that Gorilla considers, along with their respective flag bit
sequences, i.e., ‘0’, ‘10’ and ‘11". The use of a single ‘0’ bit represents
the case of a zero XORed value, that results when two consecutive
measurements are identical. However, the results shown in Figure 2
indicate that this is usually not the most frequent case. In fact,
we see that there are only two datasets in which the frequency
of zero XORed values is larger than 30%. Therefore, a different
assignment of flags that would use the smallest bit sequence for
a more frequent case would be beneficial towards obtaining an
improved compression ratio.

3.3.2  Length of Meaningful XORed Value (Center Bits). In the right-
most case of Figure 5, applied to non-zero XORed values whose



vt vt
result=0 result=0
write '0' write '1'
leadingt > leadingt-1 leadingt < leadingt-1
write: write:
'0' (1 bit) 1" (1 bit)
center bits leading count (5 bits)

center count (6 bits)

center bits

Figure 5: Gorilla compression algorithm.

block of meaningful bits does not fall within the block of previous
meaningful bits, Gorilla stores the length of the meaningful XORed
value using 6 bits. This allows for omitting all trailing zero bits,
whose number can be derived from the length of leading zero bits
and the length of the meaningful XORed value. However, Figure 2
shows that when two consecutive values are not identical, the num-
ber of trailing zeros in the XORed values is usually less than 6.
Therefore, this strategy of Gorilla clearly leads to spending more
bits than what the respective projected savings actually are. If we
explicitly stored the trailing zeros when their number is small, we
would be able to save these 6 bits, as we could derive the length of
the meaningful XORed value directly from the number of leading
Zeros.

3.3.3  Previous Block Position. In the bottom-left case of Figure 5,
used when the block of meaningful bits of a non-zero XORed value
falls within the block of previous meaningful bits, Gorilla uses
the existing information for the block position and just stores the
meaningful XORed value. More often than not, however, the value
to be stored has more leading or trailing zeros than the previous
block position specifies.

Table 1 reports for every time series of our dataset the average
total leading and trailing zero bits, along with averages of zero
bits that this strategy fails to utilize. We see that a considerable
percentage of both leading and trailing zero bits is not exploited.
With regard to leading zero bits, the loss due to the grouping of
meaningful bits that Gorilla applies, is at least as equal to the space
required to specify the actual number of leading zeros, i.e., 5 bits,
for 11 out of 14 datasets. Moreover, in the last row of Table 1 we see
that this strategy leads Gorilla to explicitly store on average 6.49
leading zero bits, a figure that is larger than the prospective gain.

Table 1 also shows that for 13 out of 14 time series almost all
trailing zero bits are not utilized. This is particularly important for
City-temp and PM10-dust that exhibit a large average number of
trailing zero bits and thus, the respective unexploited potential is
substantial. The Stocks-UK time series stands out in Table 1, as
Gorilla generally manages to take advantage of its trailing bits.
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Table 1: Average leading and trailing bits, and the respective
bit that remain unexploited due to the grouping of meaning-
ful bits that Gorilla uses.

Av. leading bits Aw. trailing bits

Dataset total unexploited | total unexploited
City-temp 14.18 8.85 9.20 9.19

| Stocks-UK™ | 2171 538 [ 1726 244
Stocks-USA 22.14 4.62 0.99 0.96
Stocks-DE 21.86 4.84 1.1 1.09

| IR-bio-temp | 16.84 745 [ 128 127
Wind-dir 11.95 7.27 2.04 2.03
PM10-dust 12.52 4.36 7.69 7.36
Dew-point-temp | 16.59 5.54 1.19 1.19
Air-pressure 24.62 6.3 1.11 1.09

| Basel-wind ~ | 1219 1071 [ 107 106
Basel-temp 13.69 8.01 2.31 2.31

| Bitcoin-price | 189 525 [ 1.07 107
Bird-migration 20.05 7.23 1.02 1.01
Air-sensor 19.27 5.0 0.99 0.99
Average 17.61 6.49 3.45 2.36

However, we must note that there are large parts of Stocks-UK that
have only 0.5 precision, which causes many resulting XORed values
with 40 or more trailing zero bits. For the rest of Stocks-UK values
that have 0.1 precision, the trailing zero bits that are not utilized
are almost equal to the total trailing zero bits, similarly to all other
datasets. Therefore, the grouping of meaningful bits that Gorilla
uses is not a suitable strategy for trailing zero bits either. Overall,
the results of Table 1 clearly demonstrate that Gorilla’s attempt to
Jjointly exploit the number of both leading and trailing zeros is not
particularly successful. Instead, this design choice very often leads
to spending additional space.

4 OVERVIEW

In this section, we first provide the details of our novel compression
algorithm. Then, we investigate how we can further exploit the
previously encountered values of a time series and propose a variant
of our algorithm, that further improves its efficiency.

4.1 Our CHImP Algorithm

We discuss here our CHimp? algorithm for compressing floating
point time series. Similar to Gorilla, CHIMP is a lossless streaming
compression algorithm, suitable for settings in which high through-
put rates are essential, as in the case of TSMSs. The latter have
widely adopted Gorilla as the de facto standard for compressing
floating point time series, even though Gorilla’s original scope was
both integer and floating point data. In the following we provide
the details of CaiMp and discuss its novel key aspects that better
exploit the properties of floating point time series.

4.1.1  Possible Flag Sequences. Our empirical investigation showed
that identical consecutive measurements are not very frequent in

8Chimps are smaller in size compared to Gorillas, and they are known to have bigger
brains, which makes them more intelligent.
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trailing_count>log-64 trailing_count<log-64

write '0' write '1'
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result=0 result=0
write: write: write: write:
'0' (1 bit) 1" (1 bit) '0" (1 bit) "1' (1 bit)

leading count (3 bits) non-lead bits | |leading count (3 bits)

center count (6 bits) non-lead bits

center bits

Figure 6: CHIMP compression algorithm.

floating point time series. Thus, the design choice of Gorilla to use a
smaller flag sequence to signify this case is not particularly effective
when focusing exclusively on floating point data. We considered
assigning a smaller flag sequence to a more frequent case. However,
differentiating between 4 cases instead of 3, opens up further op-
portunities for significant savings. Therefore, we designed CHIMP
to use a total of four 2-bit-long flag sequences. These four different
cases are illustrated in Figure 6.

4.1.2  Representing the Length of Leading Zero Bits. Similarly to
earlier approaches [13, 16, 24, 33, 34], CHIMP uses a bitwise XOR op-
eration to exploit similarities between consecutive measurements.
More specifically, the intent of this operation is to generate a res-
ulting value with long runs of leading and trailing zeros. Our in-
vestigation over a diverse set of predominantly real-world floating
point time series, showed that the resulting XORed values rarely
have more than 30 leading zeros. Thus, the design choice of Gorilla
to use 5 bits for the representation of up to 31 leading zeros is suffi-
cient for most cases. However, we can come up with an improved
representation of the number of leading zeros using 4 bits, instead
of 5, at 2-bit granularity. In particular, we use mapping f : A — B,
where A = {0,1,...,2" =1}, B={0,1,...,2" 1 —1},and n € N,
given by

%, when x is even, and

x—1 : (1)
=, whenxis odd

f(X)={

to encode the run of leading zeros using one fewer bit. In addition,
we use mapping f’ : B — C, where C = {0,2,...,2" — 2}, given by
f’(x) = 2x, to decode the run of leading zeros. It is evident that the
above mappings are lossy in the case of odd numbers, with an error
that is always equal to 1. Therefore, to preserve all information for
odd numbers, we have to encode a zero bit along with the remaining
XORed value. Despite this fact, this representation is always at least
as compact as that of Gorilla, as shown below.

Theorem 1. Given a 64-bit sequence s to be represented as a run
of its leading zeros followed by its raw remaining bits, encoding the
run using n — 1 bits at 2-bit granularity is at least as space-efficient
as encoding it using n bits at 1-bit granularity.
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PROOF. Let’s assume that s is even. Using Eq.(1) we can represent
without error any even whole number smaller than 2" using n — 1
bits. Thus, by encoding the run of leading zeros with n — 1 bits
at 2-bit granularity instead of n bits at 1-bit granularity, we save
exactly one bit without increasing the length of the remaining bits.
Now, let’s assume that s is odd. Using Eq.(1), we can encode any odd
natural number smaller than 2" using just n—1 bits, with error e that
is always equal to 1. To obtain a lossless representation, we store the
extra zero together with the remaining bits. This will increase the
length of the remaining bits by exactly one bit. However, encoding
the run using n — 1 bits instead of n bits retains the overall space
requirements unchanged. o

We can further improve the space efficiency of the leading zeros
representation by exploiting their distribution, shown in Figure 4.
We observe that small values of runs are rarely encountered. Thus,
our final design for CHIMP uses only 3 bits to represent up to 24 lead-
ing zeros with an exponentially decaying step between the mapped
values. The actual steps used are 0, 8, 12, 16, 18, 20, 22, 24 and provide
CHimMP with improved compression gains compared to the 4-bit rep-
resentation with 2-bit granularity for all time series of our dataset.
More specifically, the 4-bit representation with 2-bit granularity
offers an average compression gain of 0.51 bits per value, whereas
the 3-bit representation that uses steps with exponential decay
provides an average gain of 0.95 bits per value.

4.1.3  Specifying the Length of the Meaningful XORed Value. Our
rigorous study of consecutive XORed values revealed that long
runs of trailing zeros are rather rare. Given the above observation,
Cuimp differentiates between resulting XORed values, depending on
whether their number of trailing zeros exceeds a certain threshold,
as we see in Figure 6. We set this threshold to 6, i.e., the bit length
necessary to specify the maximum number of meaningful bits in
any XORed value. Therefore, when the number of trailing zeros
is less than or equal to this threshold, we write the entire XORed
value, except its leading zero bits. As the number of trailing zeros
is at most 6 in these cases, it is always cheaper to include the zeros
in the meaningful part of the XORed value and avoid wasting 6 bits
to explicitly specify their length.

4.1.4 Using the Previous Number of Leading Zero Bits. Table 1
shows that the grouping of consecutive XORed values with respect
to the common part of their meaningful bits, that Gorilla applies
to avoid specifying its position, is not very effective. CHIMP limits
the encoded representation of the number of leading zeros to just
3 bits. Moreover, we specify the number of meaningful bits only
when it exceeds the bits we need to spend to do so. Still, there exist
cases in which we can capitalize on similarities with regard to the
number of leading zeros in consecutive XORed values to induce
further savings.

CHiMp considers two cases of XORed values whose number
of trailing zeros is less than a certain threshold. When a value’s
number of leading zeros is exactly equal to the previous value’s
number of leading zeros, we can simply write a single ‘0’ control bit,
instead of spending 3 bits to specify this number again. Otherwise,
we write control bit ‘1” as well as the number of leading zeros. We
note here that using our 3-bit representation of leading zero bits,
different numbers are mapped to the same value, e.g., 16 and 17



Algorithm 2: CHimP

1 Function Cuimp(value, s)

if s.first = True then
s.write_bits(value, 64);
s.first « False;

else

xored_value — value ® s.pr_value;

lead « bin_count_leading(xored_value);

trail « count_trailing(xored_value);

if trail > 6 then

s.write_bit(0);

if xored_value = 0 then

L s.write_bit(0);

else
s.write_bit(1);
s.write_bits(lead, 3);
center_bits «— 64 — lead — trail;
s.write_bits(center_bits, 6);
s.write_bits(xored_valuentrail, center_bits);

else

s.write_bit(1);

if lead = s.pr_lead then
L s.write_bit(0);

s.write_bits(xored_value, 64-lead);
else

|

L s.pr_lead « lead;

s.write_bit(1);
s.write_bits(lead, 3);
s.write_bits(xored_value, 64-lead);

s.pr_value < value;

are both mapped to 100 and are thus, considered equal. This favors
the first case of our strategy, and therefore, our overall approach
becomes very effective in terms of exploiting leading zero bits.

4.1.5 Detailed CHimp Compression. CHIMP performs a bitwise XOR
between the current and previous value and encodes the result with
the following variable length encoding scheme.

o The first value is stored with no compression.
e When XOR with the previous value has more than 6 trailing
zeros, store a single ‘0’ bit followed by either:

— Control bit ‘0’: If the result is zero, i.e., the values are
identical.

— Control bit ‘1’: If the result is not zero, store the length of
the number of leading zeros in the next 3 bits, then store
the length of the meaningful XORed value in the next 6
bits. Finally store the meaningful bits of the XORed value.

e When XOR has 6 or less trailing zeros, store a single ‘1’ bit
followed by either:

— Control bit ‘0’: If the number of leading zeros is exactly
equal to the previous leading zeros, use that information
and just store the meaningful XORed value.

— Control bit ‘1’: Store the length of the number of leading
zeros in the next 3 bits, then store the length of the mean-
ingful XORed value in the next 6 bits. Finally store the
meaningful bits of the XORed value.

This operation is portrayed with the diagram of Figure 6 and de-
tailed in Algorithm 2. To come up with a single precision variation
of CHimP we simply substitute 64 with 32 in Lines 3, 16, 23, and 27,
as well as 6 with 5 in Lines 9 and 17.
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Figure 7: Average number of trailing zeros in the XOR with
the best of 1, 16, and 128 previous values, respectively, for
various time series datasets.

4.2 Exploiting Earlier Values with CHIMP 53

An important aspect that impacts the effectiveness of CHImP is
the similarity of consecutive values. In the case of identical val-
ues, CHIMP spends only two flag bits to represent the second in-
stance. Equivalently, when the similarity between the values causes
a XORed result with many leading and trailing zeros, CHIMP is able
to reduce the overall space requirements significantly. However,
our investigation and the results of Figure 2 in particular, indicate
that such cases are not very common, especially when working
with measurements of high precision. Even the slightest changes
generate very different binary representations.

In Figure 7, we perform the same investigation computing the
bitwise XOR operation with the last 16 and 128 values, respectively,
instead of using just the immediately previous value. We then pick
the value that produces the most trailing zeros. We remind the
reader that Gorilla uses 6 bits to denote the number of trailing
zeros, so we report the percentage of values below and above this
threshold, together with identical values (64 bits). It is evident
from the figure that there is great potential with regard to finding
similar measurements when exploiting more than one previous
values. Naturally, as the number of earlier values examined grows,
so does the probability of finding good matches for the current
measurement. The improvement is evident in most time series
when using just 16 previous values. Setting this number to 128,
results in very few cases of XORed values with less than 6 trailing
zeros for all the time series of our dataset. On the contrary, we very
often find an identical value, or —at the very least- a large number
of trailing zeros.



write '0' write 1"

trailing_count>log.128+log:64 {railing_count<logz128+log.64

leadingt=leadingt-1 leadingtleadingt1

result=0 result=0
write: write: write: write:
previous (log128 bits) || previous (log128 bits) '0' (1 bit) 1" (1 bit)
'0' (1 bit) leading count (3 bits) non-lead bits | | leading count (3 bits)
1" (1 bit) non-lead bits

center count (6 bits)

center bits

Figure 8: CHIMP;23 compression algorithm.

The diagram of Figure 8 illustrates the encoding scheme of
CHIMP123, that make use of 128 previous values, instead of a single
one. The bitwise XOR operation in CHIMP12g is performed between
the current value vy and the best of 128 previous values in terms of
most trailing zeros, v, . If the resulting number of trailing zeros
surpasses the number of bits needed to denote the previous value
used (log2128 bits) plus the number of bits required to specify the
number of meaningful bits (log264 bits), then we make use of and
actually store the previous value used (two bottom-left cases of
Figure 8). Otherwise, the use of vp,,, is not particularly useful and,
due to the flexibility of CHIMP, we can use the immediately previous
value v;_1 instead, and avoid wasting additional bits to denote the
previous value used (two bottom-right cases of Figure 8).

Despite the impressive compression potential of using previous
values, performing a considerable number of XOR operations to find
the best match is costly. We are interested, however, in providing
compression that is fast enough to cope with the ingestion rates
that contemporary time series databases need to handle. To this
end, CHIMP 23 uses a circular (ring) buffer of size 128 to hold the
most recent values and an array of size 214 (2109264+10g2128+1) ¢,
quickly come up with a suitable previous value. More specifically,
we place every value v; we encounter in the i%128 position of the
ring buffer. We also place i in the v; & (214 — 1) position of the array.
That is, we use the less significant bits of v; to come up with the
position in the array. In this way, while compressing a new value
v}, we can retrieve in constant time the most recent value already
encountered with at least 14 identical trailing bits, by looking in the
vj & (21* — 1) position of the array. If this value is within the 128
previous data points, i.e., if j—i < 128, we can use it to compress our
new value. Even though this approach evicts some of the previous
values examined, we will show in our experimental evaluation that
our respective compression ratio loss is negligible. On the contrary,
the compression time speed-up gains are significant. Moreover, the
respective 33KB of memory requirements are very modest.

5 EXPERIMENTAL EVALUATION

We implemented our compression algorithm using Java and tested
its performance against 10 approaches suitable for lossless or lossy
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Table 2: Details of our 14 time series (first) and 5 non time
series datasets (last).

Dataset Size Timespan De.cu.nal Source
Digits
City-temp 2,905,887 25 years 1 UDayton
IStocks-UK ~  [115,146,731 1year =~ 1  INFORE ||
Stocks-USA 374,428,996 1 year 2 INFORE
Stocks-DE 45,403,710 1 year 3 INFORE
., [R-bio-temp ~~ [380,817,839 7years ~ 2  NEON ||
.E ‘Wind-dir 199,570,396 6 years 2 NEON
9 [IPM10-dust 222,911 5 years 3 NEON
E Dew-point-temp| 5,413,914 3 years 3 NEON
i~ |Air-pressure 137,721,453 6 years 5 NEON
Basel-wind 124,079 14 years 7 meteoblue
Basel-temp 124,079 14 years 9 meteoblue
Bitcoin-price | 2,741  1month = 4  InfluxDB
Bird-migration 17,964 1 year 5 InfluxDB
Air-sensor 8,664 1 hour 17 InfluxDB
Food-prices 2,050,638 - 4 WEFP
2 [POL-lat 424,205 - 5 Kaggle
g POI-lon 424,205 - 5 Kaggle
© [Blockchain-tr 231,031 - 4 Blockchair
SD-bench 8,927 - 1 Kaggle

floating point data compression. Our implementation as well as
reproducible tests are publicly available.” This repository also fea-
tures reproducible tests for most of the alternative approaches,
namely Xz [1], Brotli [6], LZ4 [2], Zstd [4], Snappy [3], FPC [9],
Gorilla [33], PMC-MR [21] and Swing [12]. Additionally, we have
extended the widely used InfluxDB time series database that origin-
ally uses the Gorilla compression scheme to also feature Cammp. !0
In this section, we first present the dataset and technical details
on our experiments. Then, we proceed with the evaluation of our
algorithm by answering the following questions:

e What are the space requirements of CHIMP compared to
earlier approaches?

o Is CHIMP as fast as other streaming compression algorithms
with regards to compression and access time?

e How does the trade-off of CHIMP between compression ratio
and compression time compare to other approaches?

e Does the single precision variation of CHIMP provide com-
pression savings?

e How does CHIMP compare with lossy approaches?

5.1 Experimental Setting

We ran our experiments on a computer running Xubuntu 20.04
with an Intel® Core™ i5-4590, with a CPU frequency of 3.30GHz
and a 6MB L3 cache, and a total of 16GB DDR3 1600MHz RAM.
In all experiments we set the block size to 1,000 data points. For
the general purpose compression algorithms, we use the default
settings of the open source HBase implementations.!!

“https://github.com/panagiotisl/chimp
10https://github.com/panagiotisl/influxdb
https://github.com/apache/hbase/tree/master/hbase- compression


https://github.com/apache/hbase/tree/master/hbase-compression

Our dataset consists of 14 time series and 5 non time series
datasets from diverse sources. Even though real-world floating point
measurements often have precision of one or two decimal digits,
we include in our experiments time series with higher precision to
showcase the wide applicability of our approach. The properties
of the time series used in our experiments are listed in Table 2 and
are thoroughly discussed below:

o City-temp: Dataset created by the University of Dayton
with the temperature of major cities of the world.'?

e Stock Exchange Datasets: Time series containing stock
exchange price data used in INFORE project.!® We extracted
a total of three time series:

— Stocks-UK: UK stocks with a single decimal digit.

— Stocks-USA: USA stocks with two decimal digits.

— Stocks-DE: German stocks with three decimal digits.

e NEON datasets: Below we list several datasets made pub-
licly available by The National Science Foundation’s National
Ecological Observatory Network (NEON).

— IR-bio-temp: Infrared biological temperature, i.e., surface
temperature[29].

— PM10-dust: Near real-time measurements of PM10 in the
atmosphere using a optical sensor[28].

- Air-pressure: Barometric pressure corrected to sea level
and surface level[27].

— Dew-point-temp: Relative dew point temperature. Ob-
servations are made by sensors located on the buoy in
lakes and rivers[30].

- Wind-dir: Two-dimensional wind direction[26].

o meteoblue datasets: Basel, Switzerland historical weather
data, that are available without any restrictions.!#

— Basel-wind: Wind-speed data points for Basel.

— Basel-temp: Temperature measurements for Basel.

o InfluxDB datasets: Datasets made available by InfuxDB,
that uses Gorilla.1®
- Bitcoin-price: Bitcoin-US dollar exchange rate data from

the CoinDesk APL

— Bird-migration: Sample data adapted from the Move-
bank: Animal Tracking dataset,'® representing animal mi-
gratory movements throughout 2019.

— Air-sensor: Synthetic dataset with random noise, con-
taining sample air sensor data.

¢ Non time series datasets:

— Food-prices: Global Food Prices data from the World
Food Programme for December 2020.!7

— POI-lat / POI-lon: Points of interest derived by parsing
Wikipedia.'®

— Blockchain-tr: Bitcoin transactions’ values for a single
day (2022-03-26).1°

- SD-bench: SSD & HDD benchmark scores.?’

L2https://www.kaggle.com/sudalairajkumar/daily-temperature- of-major-cities
Bhttps://zenodo.org/record/3886895#YbM_6ZuxVqu
https://www.meteoblue.com/en/weather/archive/export/basel_switzerland
Shttps://github.com/influxdata/influxdb2- sample-data
ohttps://www.kaggle.com/pulkit8595/movebank-animal-tracking
https://data humdata.org/dataset/wfp-food-prices
8https://www.kaggle.com/datasets/ehallmar/points-of-interest- poi- database
Yhttps://gz.blockchair.com/bitcoin/transactions/
Dhttps://www.kaggle.com/datasets/alanjo/ssd-and-hdd-benchmarks

5.2 Compression Ratio

We start our evaluation by measuring the space required to com-
press each of the 19 datasets. We observe in Table 3 that general
purpose compression algorithms perform much better than the two
earlier streaming approaches examined here, namely FPC and Gor-
illa. Our CHimP is always better than these two approaches, with an
average relative improvement of 8.3% and 9.6%, respectively. These
reduced space requirements are a result of several techniques we
employ to induce savings. More specifically, CHiMP does not group
values with respect to the number of both their leading and trailing
zeros, and thus, exploits long runs of zeros much more effectively.
In addition, CHIMP does not waste bits to represent trailing zeros of
insignificant size, as this would increase the overall space require-
ments, as is the case with Gorilla. Finally, CHIMP uses an improved
representation of the leading zeros that uses up to two bits less
than the respective representation of Gorilla.

Table 3 also shows the performance of our overall approach that
also utilizes more than one previous values. In particular, we include
results for CHIMP12g, that examines 128 previous values, and selects
the one that produces the most trailing zeros when performing
bitwise XOR with the current value. CHIMP125 provides impressive
compression savings that are on average 39% and 40% better than
FPC and Gorilla, respectively. This percentage raises up to 44% for
both approaches, if we consider only the 14 time series. The slightly
smaller improvement obtained for the non time series datasets is
due to the absence of a time-based ordering, that would increase the
usefulness of exploiting previous values. We also see that CHIMP123
is better than two of the general purpose compression schemes,
and very competitive against the rest, especially when focusing on
the time series of our dataset.

We also see in Table 3 that the smallest compression gains we
obtain for time series datasets are for Air-Sensor, which is a syn-
thetic dataset. This is expected as the values are random and due to
the large number of decimal digits used it is quite rare to come up
with a lot of similar values in a single block. Equivalently, the 1BTC
to USD exchange rate values reported in the Bitcoin-price time
series, exhibit large fluctuations, which limit the compression gains
we can achieve through compressing runs of trailing zeros. In fact,
for both these time series the compression gains of all streaming
approaches steam mostly from exploiting their leading zero bits
distribution.

5.3 Compression Time

Time series databases usually write incoming data firstly in un-
compressed format into a write-ahead log. Values are grouped into
blocks and are stored in a persistent file format using a compressed
representation at a later stage. Still, we aim for fast compression
algorithms that do not cause CPU overheads, that would have an
impact on the ingestion rate that a time series database would
provide.

Table 4 shows the average time required for the compression
of a default sized block of 1,000 values for the all time series and
non time series datasets of our experimental setting. The results are
averages of multiple executions. We observe that our approaches
are at least twice as fast as the most efficient general purpose com-
pression algorithm, i.e., Snappy, which is however not as effective
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https://www.kaggle.com/sudalairajkumar/daily-temperature-of-major-cities
https://zenodo.org/record/3886895#.YbM_6ZuxVqu
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Table 3: Compression size results in bits/value. CHIMP is always better than earlier streaming approaches. CHIMP;23 exploits
more previous values and provides impressive savings over streaming approaches, offering compression ratios that are com-

petitive against general purpose encoding algorithms.

Dataset General Purpose Compression Streaming Compression
Xz | Brotli [ LZ4 [ Zstd | Snappy FPC | Gorilla | CuiMp | CHIMP)33

City-temp 14,04 15,31 27,64 17,90 24,30 55,16 58,72 46,21 22,92
Stocks-UK 7,61 8,54 19,84 10,32 15,80 46,15 33,45 31,27 16,70
Stocks-USA 7,19 8,11 18,16 9,92 14,68 36,02 36,43 34,67 12,06
Stocks-DE 8,80 9,96 20,63 12,06 16,83 44,54 45,63 42,88 13,46
IR-bio-temp 13,82 16,05 29,13 20,19 25,58 48,52 50,33 46,39 18,94

2 Wind-dir 12,66 14,98 26,95 17,88 22,02 58,12 59,62 54,31 19,80

'E PM10-dust 6,55 7,21 15,03 8,50 12,52 27,79 26,91 24,40 13,64

° Dew-point-temp 20,92 25,16 38,34 29,65 38,60 53,63 54,42 51,57 32,49

§ Air-pressure 14,35 14,96 21,66 17,23 21,61 24,07 23,96 22,92 19,23

= Basel-wind 36,77 38,93 44,20 38,96 47,57 58,75 63,63 56,09 45,65
Basel-temp 22,22 25,10 34,67 26,06 34,51 57,58 60,19 54,10 30,12
Bitcoin-price 40,29 46,46 55,20 47,64 63,19 52,22 52,50 49,68 47,17
Bird-migration 24,97 27,11 35,50 29,12 34,00 48,14 50,24 45,92 28,37
Air-sensor 50,16 54,22 64,32 58,53 64,10 52,56 52,98 49,54 49,56

| Time series average | 20,03 | 2229 | 3223 | 2457 | 31,09 | 4738 | 47,79 | 4357 | 2644

2 Food-prices 16,32 17,87 27,65 19,96 26,28 43,53 37,94 27,92 24,59

.E POI-lat 39,30 41,94 50,19 43,08 52,81 60,65 65,95 57,80 47,71

o POI-lon 43,97 46,46 54,16 47,67 57,24 63,77 66,07 62,71 54,55

g Blockchain-tr 45,00 47,82 54,90 48,50 59,11 60,10 62,83 58,25 53,16

g SD-bench 8,12 8,98 19,05 10,65 15,70 37,74 40,25 35,10 17,00

Z [ Non time series average | 30,54 | 3261 | 41,19 | 3397 | 4223 || 5316 | 5461 | 4836 | 3940 ||

Table 4: Compression and decompression time per block
(1,000 values) in usec for the time series of our experimental
setting as well as our non time series datasets.

Algorithm -Comlpressio# (,us)‘ F)ecor?lpressién (ys)
Time series Non time series Time series Non time series
Xz 1,679.69 1,641.85 298.67 405.59
Brotli 1,409.54 1,430.53 59.67 69.65
LZ4 1,199.04 1,188.53 25.29 25.63
Zstd 163.27 180.99 56.64 60.29
Snappy 89.56 93.43 34.17 35.12
|FPC | 5605 | 6173 | 3803 | 4650 ||
Gorilla 39.28 43.86 31.79 34.86
CHiMmP 31.18 31.02 30.68 31.10
CHIMP1 23 35.81 42.68 28.47 34.38

in its compression ratio compared to CHIMP;25. General purpose
algorithms that provide better compression ratio are between 4.5
and 47.9 times slower than CHIMP128. We also see that the design
choice of Gorilla to drop the expensive predictors of FPC, does
speed-up its compression time. However, due to its simplicity and
reduced space requirements, our CHIMP is the fastest approach. The
calculations it performs to produce a compressed representation
have a cost similar to that of Gorilla. Yet, the resulting bit sequences
of CHimP are smaller, due to its improved compression ratio. Each
bit sequence is written into a bit-stream while processing the values
of each block. Bit level precision writes are costly, and thus, the
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overall compression time of CHIMP is smaller, as it writes fewer
bits to this stream.

CHIMP123 selects the best of 128 previous values to use for the
bitwise XOR operation with the current value. We first retrieve
the most recent previous value with similar trailing bits, using the
structure discussed in Section 4.2. If this value is within the last 128
previous values, we use it to perform an XOR operation with the
current value. Otherwise, we use the immediately previous value.
These additional actions cause CHIMP;2g to spend more time than
CHivp or Gorilla to calculate the compressed bit sequence of each
block. However, the compression time speed-up due to the creation
of smaller bit-streams is also evident in the case of CHIMP{35, on
account of its impressive space savings. Therefore, as we see in
Table 4, CHIMP 23 is faster than Gorilla with regard to compression
time. This effect is less evident for the non time series datasets, as
the respective space savings are smaller.

We note here, that the speed-up reported in Table 4 could not
be realized without using the structure discussed in Section 4.2.
Indeed, examining the use of all 128 previous values would lead to
an average compression time per block of 125.82 usec. At the same
time, the additional compression savings would be negligible, as we
would achieve on average 47% improvement over earlier streaming
approaches, instead of 45%, as reported in Table 3.

5.4 Decompression Time

We continue our experimental evaluation by measuring the time
required to retrieve the actual values from the compressed blocks.
Table 4 reports the average time required for decompressing a
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Figure 9: Trade-off between compression time (ys in log
scale) and space (bits/value) for various algorithms. The
evident superiority of CHIMP;,3 establishes our approach as
the undisputed preferable option for compressing floating
point values in the context of time series data.

default sized block of 1,000 values for all time series and non time
series datasets of our experimental setting. Again, reported results
are averages of multiple executions.

We observe that the LZ4 general purpose compression algorithm
is the fastest approach in terms of decompression time. However,
given its poor performance in terms of compression time, LZ4 is
not suitable for time series compression. Our CHIMP and CHIMP123
algorithms provide equivalent performance in terms of decompres-
sion time, while offering much faster compression than LZ4. Our
two approaches are faster than all other algorithms listed in Table 4,
even though most of them provide a satisfactory level of perform-
ance. The speed-up against streaming efforts is again attributed
to the improved compression ratio of our approach. The original
values of each block are reconstructed by reading the respective
compressed bit sequence. Reading the sequence at bit level precision
takes up a significant part of the overall decompression time. The
smaller the compressed bit sequence, the faster the decompression
operation.

5.5 Compression Space and Time Trade-off

Figure 9 illustrates for all algorithms of our experimental setting
the trade-off between compression time and ratio achieved for the
time series of our dataset. We see that CHIMP surpasses the speed of
streaming approaches while also providing reduced space require-
ments. CHIMP23 is equivalently fast and offers space savings that
are competitive with significantly slower general purpose compres-
sion algorithms. The evident superiority of CHIMP 25 as depicted
in Figure 9 establishes our approach as the undisputed preferable
option for compressing floating point values in the context of time
series data.

Table 5: Compression size results for 32-bit versions of al-
gorithms in bits/value.

H Algorithm (32-bit) [ Time series | Non time series H

Xz 13.60 22.18
Brotli 15.36 22.26
LZ4 23.81 27.18
VictoriaMetrics 23.36 23.48
Zstd 16.76 22.85
Snappy 24.12 28.51
| Gorilla ~ ~ | 2253 | 28.03 |
CHIMP 19.60 26.80
CHIMPg4 17.04 26.31

5.6 Single Precision and Lossy Compression

We conclude our experimental results by investigating the perform-
ance of our approaches using 32-bit single precision floating point
numbers, and a comparison with lossy compression techniques.

Table 5 shows the space requirements of different general pur-
pose and streaming approaches when compressing the time series
and non time series datasets of our setting using single precision.
As we are dealing with 32-bit instead of 64-bit numbers, we re-
port results for CHIMPg4 instead of CHIMP12s, that exploits only
64 previous values. Again, we see that both CHiMP and CHIMPg4
outperform Gorilla, as well as three general purpose approaches.
Therefore, our techniques are fully applicable on single precision
floating point numbers and provide significant improvement over
the state-of-the-art. Xz, Brotli and Zstd offer lower compression
ratios at the expense of prohibitively larger CPU overhead.

Table 6 shows results for two lossy compression algorithms,
namely PMC-MR and Swing. Using binary search we find and
report the error € required for each of the two techniques to yield
lower compression ratios than what our CHIMP;28 achieves. We
also report the £ percentage, where o is the standard deviation of
the values of each dataset. PMC-MR performs better than Swing.
However, Table 6 clearly shows that the € that both these techniques
need to surpass the performance of CHIMP123 is prohibitive. For
instance, a +4 margin of error in temperature values, or +31.94 in
bitcoin prices would severely limit any analysis performed in the
respective datasets. The performance of both techniques regarding
the non time series datasets are even poorer. As an example, the
required +4 margin of error for coordinates means we can roughly
tell what large state or country we are in. Therefore, such techniques
are more suitable in applications such as continuous “always-on”
monitoring, in which we are not interested in the actual values and
instead, we simply need to guarantee a given error bound.

6 RELATED WORK

We review here existing approaches that provide lossless streaming
compression of 64-bit IEEE double-precision floating-point values,
appropriate for the high ingestion speed that is necessary for TSMSs.
We omit discussions on earlier efforts that are not applicable in a
streaming I/O setting [10, 14], and lossy approximation techniques
that do not retain exact values [12, 20, 21, 23].
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Table 6: Compression size results for lossy approaches in
bits/value. We set the error ¢ to a value large enough to
provide a better compression ratio than CHimMP;25. We also
report ¢/o for each dataset.

Dataset PMC-MR Swing
Bits/value| € |e/o|Bits/value| € |e¢/o
City-temp 13.68 4 |19%| 17.29 4 37%
Stocks-UK 15.66 0.25 | 0% 18.48 0.25 | 1%
Stocks-USA 7.2 0.03 | 1% 11.42 0.03 | 3%
Stocks-DE 12.43 |0.015| 6% 15.75 0.015 | 25%
Basel-temp 27.00 0.5 |11%| 25.56 0.25 | 21%
Basel-wind 40.67 05 |7%| 36.21 0.5 |26%
Air-sensor 38.33 0.01 | 0% 35.40 0.008 | 0%
Bird-migration 23.11 [0.016| 0% 20.16 0.03 | 1%
Bitcoin-price 41.57 |31.97| 2% | 42.32 |31.94| 8%
Air-pressure 10.18 |0.004| 3% 4.97 0.008 | 5%
Dew-point-temp| 31.92 |0.07 |4% | 34.94 0.06 | 18%
PM10-dust 7.84 0.004| 0% 6.89 0.008 | 1%
IR-bio-temp 12.46 0.13 | 3% 10.61 0.13 | 7%
Wind-dir 12.46 0.25 [43%| 15.56 0.25 | 87%
|Food-prices | 20.85 | 16 [0%| 19.60 | 32 | 1% |
POI-lat 42.87 4 |19%| 47.56 4 74%
POI-lon 51.78 8 |11%| 52.73 15.99 (172%
Blockchain-tr 50.58 128 | 0% 51.75 128 | 0%
SSD-bench 9.46 253.4|47%| 14.40 [255.91| 88%

Engelson et al. [13] predict values using polynomial extrapol-
ation of values in previous time steps. By treating the actual and
predicted floating point values as integers, they perform two’s com-
plement integer subtraction which results in a compressible run of
leading zeros or ones. This run is compactly stored and is followed
by the remaining raw trailing bits.

The work of Ratanaworabhan et al. [34] employs a slightly modi-
fied DFCM [15] value predictor and performs bitwise XOR between
the next value to be compressed and the predicted value. The res-
ult is then encoded using fixed-width leading-zero count that is
followed by the raw transmission of all trailing bits. Four-bits are
used to represent the leading zero count at half-byte granularity,
allowing for up to 64 leading zeros. The offered throughput rates
are significantly faster than those of general purpose compressors.

The FPC [9] lossless compression algorithm, employs two value
predictors, i.e., FPC [35] and DFCM, to come up with the best
prediction of the two. As in [34], a bitwise XOR between the next
value to be compressed and the predicted value is performed and
the result is effectively compressed by exploiting the leading zero
count. FPC additionally spends one bit for each encoded value to
specify which predictor was used.

Gorilla [33] improves the efficiency of earlier floating point com-
pression algorithms [9, 24, 34] by discarding their expensive pre-
dictions schemes. Instead of predicting the next value, Gorilla opts
to simply compare the actual value with the previous one by per-
forming a bitwise XOR operation. In the context of time series
datasets, the resulting values usually exhibit long runs of leading
and trailing zeros. The simplicity, throughput and compression
ratio of Gorilla have helped towards its wide adoption, making it

the de facto standard for compressing floating point data in TSMSs.
Our approach is in turn inspired by Gorilla. However, our focus is
exclusively on floating point time series, which allows for applying
novel design principles and helps provide significant improvements
to both compression ratio and throughput rate.

VictoriaMetrics [38] converts floating-point values to integer
values by applying a 10* multiplier and employs general purpose
compression algorithms on top of the encoded data to increase its
compression ratio. However, converting to integer values results in
precision loss, whereas general purpose compression algorithms
are slower than approaches currently used in the context of time
series databases [37]. Instead, our focus is on supporting lossless
compression over a stream of data.

In another line of work [18], Jensen et al. offer a multi-model
compression approach that uses multiple model types to adapt as
each time series’ structure changes over time by choosing the most
appropriate compression scheme. An extension of this work [19] ad-
ditionally exploits correlation between different time series through
a multi-model group compression approach that groups time series
while also compressing them using multiple models. Both these
approaches consider Gorilla as their algorithm of choice for lossless
compression of floating point time series. Therefore, the contribu-
tion of our CHIMP algorithm is orthogonal to any such approaches.

7 CONCLUSIONS AND FUTURE WORK

In this paper we introduce the CHIMP lossless streaming compres-
sion algorithm for floating point time series. Similarly to earlier
approaches, CHIMP is based on a bitwise XOR operation between
the current and previous values, as neighboring data points do not
change significantly. However, here we uncover and exploit prop-
erties that floating point time series exhibit to offer a significantly
improved encoding in terms of both space-efficiency and access
to the compressed information. In addition, we argue that using
only the immediately previous value severely limits the possibility
of obtaining a highly compressible set of difference bits. Thus, we
propose CHIMP12g, a variant of our algorithm that exploits addi-
tional earlier values, and helps us achieve compression rates. The
experimental evaluation of our algorithms shows that we attain
a significantly lower, often less than half, compression ratio than
earlier streaming approaches. At the same time, general purpose en-
codings that provide better compression ratio are between 4.5 and
47.9 times slower than our approach. In this regard, our algorithms
empower the execution of algorithms on massive collections of
time series data, in settings where the use of existing methods is
prohibitive due to space requirements or simply too inefficient.

We plan to extend our work by investigating lossy streaming
compression techniques that allow for recreating the time series
within a very small error bound and further reduce the space re-
quirements and access times.
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