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ABSTRACT
Despite several works that succeed in generating synthetic data

with differential privacy (DP) guarantees, they are inadequate for

generating high-quality synthetic data when the input data has

missing values. In this work, we formalize the problems of DP syn-

thetic data with missing values and propose three effective adaptive

strategies that significantly improve the utility of the synthetic data

on four real-world datasets with different types and levels of miss-

ing data and privacy requirements. We also identify the relationship

between privacy impact for the complete ground truth data and

incomplete data for these DP synthetic data generation algorithms.

We model the missing mechanisms as a sampling process to obtain

tighter upper bounds for the privacy guarantees to the ground truth

data. Overall, this study contributes to a better understanding of

the challenges and opportunities for using private synthetic data

generation algorithms in the presence of missing data.
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1 INTRODUCTION
Our world as we see it today revolves around private data regard-

ing our medical, financial, and social information. It is sometimes

imperative to query such data for research and advancement of

science [8, 46]. Many industries also use statistics from private

data to improve their products and user experience. However, reck-

less data sharing for data-driven applications and research causes

great privacy concerns [11, 41] and penalties [1]. As a response,

differential privacy (DP) [26] has emerged as a standard data pri-

vacy guarantee which has now been adopted by government agen-

cies [5, 39] and companies [30, 37, 44]. Informally, DP guarantees

that the output distribution of an algorithm is similar with or with-

out a particular individual in the dataset. A privacy budget is set
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to limit the total privacy loss and each query (e.g., releasing sta-

tistics [5, 17], building prediction models [3, 70], and answering

SQL queries [34, 44, 48, 60]) consumes part of the privacy budget,

and once that budget is used up, no more queries can be answered

directly. An alternative way is to generate a synthetic dataset using

the privacy budget. The synthetic dataset, once generated, can be

made public, and the analyst can use it for any number of down-

stream tasks [13, 21, 22, 45, 96].

Despite a number of work [35, 45, 73, 96] that succeed in gen-

erating synthetic data with DP guarantees, they only look at a

simple scenario where the input data has no missing values. Several

prior studies [36, 56] have reported on the prevalence of missing

data in various fields. For instance, a study of 9 publicly available

healthcare datasets commonly used in machine learning research

found that the proportion of missing values ranged from 0.2% to

78.6% [36]. The presence of missing data can be attributed to multi-

ple reasons, such as human errors [7] and privacy regulations like

GDPR [1] which allow people the “right to forget” where one may

ask their data to be deleted completely [75]. In our work, we ask

how missing data will affect the quality of the synthetic data gen-

erated by mechanisms that offer DP guarantees. Our preliminary

study shows that existing DP mechanisms have 4%-18.5% decay

in the F1-score of downstream ML tasks on the synthetic dataset

generated from a dataset with 10% missing values as compared to

that when generated from the complete dataset. The decay varies

depending on the types of missing mechanisms and the types of

data generation processes.

In our work, we formally define the research problem of gener-

ating synthetic data for sensitive data with missing values using

DP. We consider a missing mechanism that takes complete ground

truth data and outputs data with missing values. Under this setup,

we can offer DP to either the incomplete data or the ground truth
data. For each privacy guarantee, we study how to handle missing

data in the synthetic data generation process. While it is desired

to have a unified comprehensive approach to solve the problem,

we identify multiple challenges in achieving such a solution. First,

there is no straightforward winning algorithm for DP synthetic data

generation even without missing data as demonstrated by prior

benchmarking work [83]. Second, the design space for a solution is

huge for dealing with missing data. We explore several techniques,

including the vanilla approach that uses complete rows only [66],

common imputation techniques (e.g., statistical methods, machine

learning methods) [50, 56, 67, 78], and other differentially private

imputation methods [24, 35]. We show that all these methods have

their limitations, such as discarding too many rows or incurring

high privacy costs, leading to poor-quality synthetic data. Therefore
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in our work we present a comprehensive list of possible approaches

to solve the problem including two vanilla approaches and three

adaptive approaches, as a contribution to understanding the design

space for this new problem.

In addition, we show the relationship between the privacy guar-

antee for these DP mechanisms that they offer for the incomplete

data and that for the ground truth data. To do so, we model the

missing mechanism as a sampling process and obtain a tighter up-

per bound for the privacy loss to the ground truth data via sampling

amplification techniques [12, 81]. Unlike prior work for sampling

amplification that considers a random subset, we make use of the

randomness due to missing values to amplify the privacy for ground

truth data. The major contributions of our work are as follows:

• We are the first to formalize and study the problems of DP

synthetic data with missing data. Our results show that existing

algorithms have a decrease of 5-23% in utility with ≤ 5%missing

values and a decrease of 10-190% with ≤ 20% missing values.

• We develop three novel adaptive approaches, each tailored to an

existing category of DP mechanisms, that seamlessly combine

dealing with missing data along with the learning process. Our

evaluation shows that they improve the utility of the synthetic

datasets by up to 15-72%. These simple yet effective approaches

sometimes even achieve the same utility as the synthetic data

generated from the no-missing ground truth data.

• We differentiate the privacy guarantees for both incomplete and

ground truth data. Our analysis develops sufficient conditions

that when satisfied, the algorithms for the incomplete data can

be used to achieve privacy for the ground truth data.

• We are the first to apply amplification due to missing mecha-

nisms and tighten the privacy bound for ground truth data. The

amplified ground truth privacy is 0.1-0.65x the privacy achieved

for the incomplete data with 10-50% missing values.

2 PRELIMINARIES
We consider a database relation 𝑅 = {𝐴1, · · · , 𝐴𝑘 } with 𝑘 attributes,

and a database instance 𝐷 consisting of 𝑛 rows. We use 𝐷𝑖 to refer

to the 𝑖th row of 𝐷 , and 𝐷𝑖 𝑗 to refer to the 𝑗th attribute of row 𝐷𝑖 .

We also use 𝑆:𝑖 to denote all elements from 1 to 𝑖 in a sequence 𝑆 .

2.1 Missing Data
For missing data, we define a missingness indicator matrix 𝑀 =

[. . . ,𝑚𝑖 𝑗 , . . .] of size𝑛×𝑘 , where 𝑖 ∈ [1, 𝑛], 𝑗 ∈ [1, 𝑘] and, shorthand
𝑚𝑖 to point to 𝑖𝑡ℎ row of𝑀 . Each cell of𝑀 has one-to-one relation

with 𝐷 such that,𝑚𝑖 𝑗 = 1 if 𝐷𝑖 𝑗 is missing and𝑚𝑖 𝑗 = 0 otherwise.

Missing data is classified into different types using missing mech-

anisms. A missing mechanism 𝑀Φ : D → D takes as input the

ground truth dataset �̄� and outputs an incomplete dataset 𝐷 . It

is parameterized by Φ, a set of probabilities, which refers to the

set of probabilities that control the unknown missing data process.

Three missing types can be defined using Φ and the conditional

distribution of missing indicator𝑚𝑖 given the dataset 𝐷𝑖 [56, 78].

Missing completely at random (MCAR) assumes the probability

of missingness is completely independent of the data. Under MCAR,

any two rows of the dataset, regardless of their values, for the

same attribute have the same probability of having a missing value.

Hence, the parameter set Φ consists of {𝜙 𝑗 | 𝑗 ∈ [1, 𝑘]}, where 𝜙 𝑗 is

the probability of any row having amissing value for the 𝑗 th column.

For 𝑗 ∈ [1, 𝑘] and 𝑖 ∈ [1, 𝑛], Pr[𝑚𝑖 𝑗 |𝐷] = Pr[𝑚𝑖 𝑗 ] = 𝜙 𝑗 . Hence, the

probability of a row having no missing values is

∏𝑘
𝑗=1
(1 − 𝜙 𝑗 ).

Missing at random (MAR) captures the scenario when the prob-

ability of missingness is independent of the missing values given

the observed data. In other words, under MAR how likely a value

is to be missing can be estimated based on the non-missing data.

Consider examples, 1) Young people have missing IQ (because they

haven’t taken an IQ test yet), and MAR models the same probability

of missing IQ attribute for rows of the same age, regardless of their

IQ values; 2) Businessmen are less likely to share their income, and

MAR models the same probability for income values for rows that

have an occupation as ‘Business.’ MAR, therefore, is parameterized

by a set of conditional probabilities Φ where each 𝜙 ∈ |Φ| maps re-

lationships between observed and missing values in the dataset. For

𝜙𝑥 ∈ Φ that models the 𝑗 th column’s missingness, and for 𝑖 ∈ [1, 𝑛],
Pr[𝑚𝑖 𝑗 |𝐷 (0) ] = Pr[𝑚𝑖 𝑗 |𝐷 (0) , 𝐷𝑖 𝑗 ] = 𝜙𝑥 , where 𝐷 (0) refers to the

observed attributes in the dataset.

Missing not at random (MNAR) captures the scenario when

given all the observed information, the probability of missingness

depends on any other unobserved missing values in the dataset.

Consider examples, 1) Students with missing attendance also have

missing scores, and the probability of the missing scores depending

on missing attendance 2) People who smoke don’t want to mention

they smoke. Here MNARmodels the probability of missing smokers

based on the attribute of smoking. With MNAR missingness, Φ
consists of a set of conditional probabilities that map the probability

of an attribute to be missing given its own value.

Datasets often contain various missing data types, but identify-

ing them without domain knowledge remains challenging [54, 55].

While statistical tests exist for MCAR cases (e.g., Little’s MCAR

test, pattern mixture models) [54, 55], identifying MAR and MNAR

remains unsolved due to complex interactions between observed

and unobserved variables [87]. Despite binary indicator tests based

on modeling for MAR, these lack conclusiveness and are sensitive

to analysis assumptions. For private datasets, these tests also need

to be computed privately by using a portion of the privacy budget.

2.2 Differential Privacy
Differential privacy (DP) [27, 28] is used as our measure of privacy.

Definition 2.1 (Differential Privacy (DP) [27, 29]). A randomized

algorithm𝑀 achieves (𝜖, 𝛿)-DP if for all 𝑍 ⊆ Range(M) and for two

neighboring databases 𝐷,𝐷′ ∈ D that differ in one row:

Pr[M(𝐷) ∈ 𝑍 ] ≤ 𝑒𝜖 Pr[M(𝐷′) ∈ 𝑍 ] + 𝛿.

The privacy cost is measured by the parameters (𝜖, 𝛿), often

referred to also as the privacy budget. The smaller the privacy

parameters, the stronger the offered privacy.

Gaussian mechanism [29] and Laplace mechanism [28] are two

widely used DP algorithms. Given a function 𝑓 : D → R𝑑 , the
Gaussian mechanism adds noise sampled from a Gaussian distribu-

tionN(0, 𝑆2

𝑓
𝜎2) to each component of the query output, where 𝜎 is

the noise scale and 𝑆𝑓 is the 𝐿2 sensitivity of function 𝑓 , which is de-

fined as 𝑆𝑓 = max𝐷,𝐷 ′differ in a row
| |𝑓 (𝐷) − 𝑓 (𝐷′) | |2. For 𝜖 ∈ (0, 1),
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if 𝜎 ≥
√︁

2 ln(1.25/𝛿)/𝜖 , the Gaussian mechanism satisfies (𝜖, 𝛿)-DP.
Laplace mechanism works similarly but with the noise from the

Laplace distribution using the 𝐿1 sensitivity and achieves (𝜖, 0)-
DP. Both these mechanisms have been applied to answer counting

queries [51] and is widely used in estimating low dimensional sta-

tistics about the dataset.

Complex DP algorithms can be built from these basic algorithms

following two important properties of DP: 1) Post-processing [27]

states that for any function 𝑔 defined over the output of the mech-

anismM, ifM satisfies (𝜖, 𝛿)-DP, so does 𝑔(M); 2) Composabil-

ity [26] states that ifM1,M2, · · · ,M𝑘 satisfy (𝜖1, 𝛿1)-, (𝜖1, 𝛿1)-, · · · ,
(𝜖𝑘 , 𝛿𝑘 )-DP, then sequentially applying these mechanisms satisfies

(

∑𝑘
𝑖=1

𝜖𝑖 ,
∑𝑘
𝑖=1

𝛿𝑖 )-DP.

2.3 DP Synthetic Data Generation
A common DP study is to generate synthetic data given a fixed

privacy budget. The synthetic data, once generated, can be made

public and all queries on this dataset come for free due to the post-

processing property of DP. There are three main approaches for

DP synthetic data generation [83]:

Statistical approaches rely on estimating low-dimensional sta-

tistics about the dataset such as marginals [58, 76, 90]. These ap-

proaches can be made better by finding the correlation between

attributes. Techniques for improvement include probabilistic mod-

els [47], Bayesian models [52, 74, 96] and undirected graphs [22, 59].

Statistical approaches capture the underlying distribution of the cor-

related independent attributes very well but fail to imbibe complex

relationships between multiple attributes.

Deep learning approaches are promising for generating syn-

thetic data [19, 38, 79], particularly with autoencoders and gen-

erative adversarial networks (GAN). Autoencoders map data into

a low-dimensional feature space and sample synthetic data from

the low-dimensional space. GANs utilize a generator to produce

fake examples and a discriminator to distinguish real from fake.

DPSGD [3, 14, 80, 88] is commonly used for privacy. Various private

approaches for autoencoders [4, 6, 73] and GANs [33, 45, 86, 91]

have been proposed that are effective on image data but are chal-

lenged with tabular data due to poor encoding. Conditional GANs

[92] and private versions [85] address this by sampling based on

conditional probabilities of categorical attributes.

Mixed approaches are inspired by both the above approaches and

try to preserve both low-dimensional statistics and high-level in-

formation. Some techniques include leveraging the dimensionality

reduction via random orthonormal (RON) projection, the Gaussian

generative model [18], combining denial constraints and attribute-

wise embedding models [35] and Gretel.ai statistics [68].

3 PROBLEM STATEMENT
Consider a private dataset behind a privacy firewall with 𝑛 rows

and 𝑘 attributes. A trusted curator aims to generate a synthetic

version of the same size with an end-to-end (𝜖, 𝛿)-DP guarantee

while preserving maximum utility. Real-world data collected by

curators may contain missing values, a scenario overlooked in prior

work. We address this by formalizing two versions of the problem

based on privacy considerations. First, we offer a DP guarantee for

the incomplete dataset held by the data curator.

Problem 1. [Privacy for Incomplete Data] Consider collecting
data from a ground truth data �̄� of 𝑛 rows owned by 𝑛 individuals, a
missing mechanism 𝑀Φ : D → D is involved that takes in �̄� and
outputs a dataset 𝐷 of 𝑛 rows but with missing values. A trusted data
curator uses this dataset 𝐷 as input and aims to generate a synthetic
data 𝐷∗ of 𝑛 rows with a mechanism 𝑀 : D → D such that 𝐷∗

minimizes 𝑑 (𝑓 (𝐷) − 𝑓 (𝐷∗)), where 𝑓 : D → R𝑙 is any utility metric
function that the user is interested in, 𝑑 (·, ·) is a distance metric and
𝑀 offers (𝜖, 𝛿)-DP to the input data 𝐷 .

The incomplete data 𝐷 can be modeled as a sample generated

from a complete ground truth dataset �̄� via a missing mechanism

𝑀Φ. If the privacy goal is to protect the ground truth dataset �̄� with

DP guarantee, how will the problem and the solution be different?

We formalize the second problem as follows.

Problem 2. [Privacy for Ground Truth Data] Consider the same
setup as Problem 1. The trusted data curator uses the incomplete
dataset 𝐷 as input and aims to generate a synthetic data 𝐷∗ of 𝑛
rows with a mechanism𝑀 : D → D such that minimizes 𝑑 (𝑓 (�̄�) −
𝑓 (𝐷∗)), where 𝑓 : D → R𝑙 is any utility metric function that the
user is interested in, 𝑑 (·, ·) is a distance metric and 𝑀 ◦ 𝑀Φ offers

(𝜖, ¯𝛿)-DP to the ground truth data �̄� .

The problem mentioned above differs from our initial one only

in the final aspect: instead of aiming for DP for the observed in-

complete data, we target DP for the ground truth data. The missing

mechanism limits the information available for synthetic data gen-

eration. Although initially appearing similar, ensuring privacy for

incomplete data doesn’t necessarily guarantee privacy for ground

truth data. In Section 5, we delve into their relationship, show-

casing scenarios where privacy for incomplete data may or may

not extend to ground truth data. We also explore how the missing

mechanism can serve as a sampling mechanism to enhance privacy

and improve the utility of synthetic data. While the paper contains

numerous theorems and lemmas, some proofs are available in the

extended version [63].

4 PRIVACY FOR INCOMPLETE DATA
This section examines Problem 1 and explores methods for gen-

erating synthetic data from an incomplete private dataset. The

section starts by discussing two vanilla methods that are found to

be ineffective in the DP context and instead recommends adaptive

recourse methods that are novel solutions that address both issues

and produce better-quality synthetic data.

4.1 Vanilla Approaches
Complete row only and imputation first are two traditional methods

for handling missing data. These methods either involve discarding

rows with missing values or filling up missing information with

values inferred from the observed data.

Complete Row Only Approach. This approach is effective when

the missingness is completely at random (MCAR) since the distri-

bution of each attribute remains the same after removing missing

rows. However, for other types of missingness, such as missing at

random (MAR) and missing not at random (MNAR), the complete

row only approach can lead to biased results. Hence, a standard

synthetic data generation algorithm that learns directly from the
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remaining complete rows will result in a biased data distribution

that is different from the ground truth data.

We run an experiment with the Adult dataset [25] where we com-

pare the difference between the original dataset and the generated

synthetic datasets from four different DP synthetic data genera-

tion algorithms and show that such an approach affects MAR and

MNAR much more than it does for MCAR. This is because MAR

and MNAR introduce inherent bias to the estimated distribution of

attributes. For space constraints, we defer this experiment to the

full paper [63]. Besides the potential bias issue for the complete

row only approach, the number of complete rows remaining can

be very small. For example, the ground truth Adult dataset which

has 32k rows reduces to ≈ 5k complete rows with 20% MAR and

≈ 1k complete rows with 20% MCAR/MNAR missing mechanism

respectively. Our results in Section 6 show that the number of com-

plete rows plays a vital role in the performance of the synthetic

data generation algorithms.

Imputation First Approach. Imputation is vastly used in practice

where the missing data are filled up with values inferred from the

observed data. There are multiple ways to impute missing values in

a dataset that include statistical [56, 78], hot/cold deck methods [9,

67] and ML based imputation [43, 50]. In our private dataset setting,

imputations must also be conducted privately. A straightforward

yet ineffective method involves randomly selecting values from

the missing attribute’s domain, as illustrated later (Figure 2). We

skip analysis of the cold deck imputation as finding another similar

dataset is impractical for private datasets.

DP imputation can be approached in two ways. The first involves

splitting the privacy budget, allocating a portion for imputation

and the remainder for synthetic data generation. However, this

approach is challenging due to budget allocation and choice of

imputation algorithm. Additionally, some imputation techniques

such as the hot deck imputation that are row specific (replicates

the missing value in a row based on some other observed value of a

different user) cannot be performed in the DP setting. Randomizing

this row to achieve DP introduces too many errors to the dataset.

The second way is to formulate imputation as a transformation

of the dataset and calculate the associated privacy cost as an end-

to-end algorithm. We use the notion of stability (Theorem 4.1) to

calculate the privacy costs of these transformations.

Theorem 4.1. [60] We say a transformation 𝑇 (·) is 𝑐-stable, if
the distance between 𝑇 (𝐷) and 𝑇 (𝐷′) is at most 𝑐 times the distance
between 𝐷 and 𝐷′. The composite mechanismM ◦𝑇 then becomes
(𝑐 · 𝜖, 𝛿)-DP, for any mechanismM which is (𝜖, 𝛿)-DP.

Lemma 4.2. Consider a transformation 𝑇𝐴 (·) for imputing at-
tribute 𝐴, which takes in the incomplete dataset 𝐷 as part of the
input and outputs a dataset 𝐷′ with the complete values for attribute
𝐴. Then, the stability of 𝑇𝐴 (·) is 𝑐 =𝑚𝐴 + 1 where𝑚𝐴 refers to the
number of missing values for the attribute 𝐴.

This lemma considers the transformation using the row in which

the neighboring databases differ. When applying a sequence of

imputation functions over the attributes of a dataset, the difference

in the resulted datasets can be huge (as large as the data size) when

the input dataset differs in a single row. Note that these results hold

even when the imputation functions for two attributes are different.

Theorem 4.3. The composite mechanismM ◦𝑇 on a dataset 𝐷
with 𝑛 rows is 𝑛𝜖-DP, whereM is a 𝜖-DP mechanism, and 𝑇 is a
sequence of imputation functions performed to each attribute of 𝐷 .

4.2 Adaptive Recourse Approach
Both aforementioned approaches suffer from inefficiencies in data

or privacy budget utilization. The complete row approach discards

partial rows, wasting potential learning data, while the imputation-

first method incurs high privacy costs. These challenges prompt

us to modify existing synthetic data generation techniques to op-

timize both dataset information and privacy budget usage, which

we term adaptive recourse. The concept involves employing the

privacy-preserving learning aspect of synthetic data generation for

both imputation and synthetic data sampling. This offers two ad-

vantages: the privacy budget is dedicated solely to learning a single

model, and the imputation process generates more comprehensive

training examples, enhancing model utility. We have selected three

representative DP data generation models—generative adversarial

networks (GAN), partial marginal observation, and column-wise

data generation—as proof-of-concept for these adaptive approaches,

which can extend to other existing or new DP models.

GAN-based adaptive recourse. In non-private literature, sev-

eral approaches use the GAN framework to deal with missing

data [53, 57, 94, 95]. We choose to privatize an approach called

MisGAN [53], which allows us to simultaneously demonstrate the

power of learning the data distribution and the missingness pattern

for GAN-based algorithms. We call its DP version, DP-MisGAN,

as shown in Algorithm 1. We first describe the high-level archi-

tecture of MisGAN and DP-MisGAN, and then we highlight the

enhancement in this approach.

Algorithm Overview:MisGAN/DP-MisGAN trains two generator-

discriminator pairs — one for learning the data distribution and

the other for learning the missingness pattern. The training spans

𝐸 epochs, with each epoch sampling |𝐷 |/𝐵 sized subsets from the

dataset 𝐷 without replacement (Line 4). Each subset 𝑆𝑡 is processed

with real data 𝑥𝑑𝑎𝑡𝑎 (Line 6) and its corresponding missing mask

𝑥𝑚𝑎𝑠𝑘 (Line 7). Themissingmask 𝑥𝑚𝑎𝑠𝑘 , computed from themissing

indicator matrix𝑀 , marks where data is missing as 1 and 0 other-

wise. Missing values in real data are replaced with 0s (Line 8). Two

fake examples 𝑦𝑑𝑎𝑡𝑎 and 𝑦𝑚𝑎𝑠𝑘 are generated by passing random

Gaussian noise through data and mask generators (Line 9). These

generators are updated using gradient descent, with discriminators

learning true distributions in one phase (Line 10) and generators

updating within specified 𝑇𝐺 intervals in the second phase (Line

11). In each generator interval, two fake samples 𝑦𝑑𝑎𝑡𝑎 and 𝑦𝑚𝑎𝑠𝑘

are again generated similarly from the two generators (Line 12) and

gradients from the discriminator is computed (Line 13). Note that

the non-private MisGAN uses these gradients directly to update

the parameters of the two generators (Line 16) and releases both

generators in the end. Finally, after the training is completed for

𝐸 epochs, the discriminators are thrown away, and the privately

learned data generator is used to sample synthetic data (Line 20).

Highlights: In our DP-MisGAN, we clip and then noise the gradi-

ents learned for the generators using the sampled Gaussian mecha-
nism (SGM) [61] to ensure privacy (Lines 14-15). This step is dif-

ferent from prior efforts for DPCTGAN [32] and DPautoGAN [82],
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Algorithm 1 DP-MISGAN

Require: Incomplete dataset 𝐷 , noise scale 𝜎 , epochs 𝐸, learning

rates [𝐷 and [𝐺 , generator interval 𝑇𝐺 , batch size 𝐵, missing

indicator matrix𝑀

1: Initialize data generator \𝐷
𝐺

and discriminator \𝐷
𝐷

2: Initialize mask generator \𝑀
𝐺

and discriminator \𝑀
𝐷

3: for 𝑖 in [1, . . . , 𝐸] do
4: Subsample dataset 𝐷 into {𝑆𝑘 }

𝑘=( |𝐷 |/𝐵)
𝑘=1

subsets

5: for 𝑡 in [1, . . . , |𝐷 |/𝐵] do
6: Set real data 𝑥𝑑𝑎𝑡𝑎 = 𝑆𝑡
7: Sample real mask 𝑥𝑚𝑎𝑠𝑘 from missing indicator𝑀 (𝑆𝑡 )
8: Fill missing values in 𝑥𝑑𝑎𝑡𝑎 with 0

9: Generate fake data and mask

𝑦𝑑𝑎𝑡𝑎 = \𝐷
𝐺
(𝑧) where 𝑧 ∼ N(0, 1)

𝑦𝑚𝑎𝑠𝑘 = \𝑀
𝐺
(𝑧) where 𝑧 ∼ N(0, 1)

10: Update \𝐷
𝐷

= \𝐷
𝐷
−[𝐷∇\𝐷

𝐷
[ 1

𝐵
(\𝐷

𝐷
;𝑥𝑑𝑎𝑡𝑎) − 1

𝐵
(\𝐷

𝐷
;𝑦𝑑𝑎𝑡𝑎)]

\𝑀
𝐷

= \𝑀
𝐷
− [𝐷∇\𝑀

𝐷
[ 1

𝐵
(\𝑀

𝐷
;𝑥𝑚𝑎𝑠𝑘 ) − 1

𝐵
(\𝑀

𝐷
;𝑦𝑚𝑎𝑠𝑘 )]

11: if 𝑡 in interval of 𝑇𝐺 then
12: Generate fake data and mask

𝑦𝑑𝑎𝑡𝑎 = \𝐷
𝐺
(𝑧) where 𝑧 ∼ N(0, 1)

𝑦𝑚𝑎𝑠𝑘 = \𝑀
𝐺
(𝑧) where 𝑧 ∼ N(0, 1)

13: Compute data and mask gradient

𝑔𝑑 = ∇\𝐷
𝐺
(\𝐷

𝐷
;𝑦𝑑𝑎𝑡𝑎), 𝑔𝑚 = ∇\𝑀

𝐺
(\𝑀

𝐷
;𝑦𝑚𝑎𝑠𝑘 )

14: Clip each gradient 𝑔𝑖𝑑 = 𝑔𝑖𝑑/max(1, ∥𝑔𝑖𝑑 ∥2)
𝑔𝑖𝑚 = 𝑔𝑖𝑚/max(1, ∥𝑔𝑚 ∥2)

15: Compute noisy gradients 𝑔𝑖𝑑 = 𝑔𝑖𝑑 + 2𝜎N(0, 1)
𝑔𝑖𝑚 = 𝑔𝑖𝑚 + 2𝜎N(0, 1)

16: Update generators \𝐷
𝐺

= \𝐷
𝐺
− [𝐷 1

𝐵
𝑔𝑖𝑑

\𝑀
𝐺

= \𝑀
𝐺
− [𝐷 1

𝐵
𝑔𝑖𝑑

17: end if
18: end for
19: end for
20: Generate and return synthetic dataset from generator \𝐷

𝐺

which privatize non-private optimizer of the discriminators using

DPSGD [3, 14, 80, 88]. This divergence in technique leads to no-

table difference in the algorithm’s utility: while the discriminators

become noisy due to the introduction of noise, the generator’s

gradient calculation, which relies on discriminator weights (Line

13), is also affected. We observe that we only need to publish the

generators, not the discriminators. Hence, we resort to the gradient

sanitization (GS) approach [20] to perturb only the gradients of

the generators (Lines 14-15), without affecting the utility of the

discriminator. In addition, the GS approach also allows us to skip

the hyperparameter tuning for the gradient clip 𝐶 , which can be

vastly detrimental if set wrong [62]. Unlike the standard gradient

clipping to bound the sensitivity of the gradient norm by 𝐶 , i.e.,

𝑔/𝑚𝑎𝑥 (1, ∥𝑔∥2/𝐶), we clip the gradient by 𝑔/𝑚𝑎𝑥 (1, ∥𝑔∥2) (Line
15) by considering a Wasserstein-Gan (WGAN) [10] framework

with an additional gradient penalty term in the loss function of

the discriminator that enforces the ℓ2-norm of the discriminator

gradients to be naturally close to 1.

We show a tight bound for the privacy loss of the training pro-

cedure calculated using Rényi-DP (RDP) in the full paper [63].

Algorithm 2 PrivBayes Enhanced (PrivBayesE)

Require: Incomplete dataset 𝐷 , Attributes A, Privacy budget

𝜖1, 𝜖2

1: Initialize Bayesian network 𝐵 of degree 𝑘 and 𝑉 = 𝜙

2: Sample 𝑋1 from A and add (𝑋1, 𝜙) to 𝐵; add 𝑋1 to 𝑉

3: for 𝑖 = 2 . . . |A| do
4: Initialize Ω = 0

5: For each 𝑋 ∈ A \𝑉 and each Ψ ∈
(𝑉
𝑘

)
; add (𝑋,Ψ) to Ω

6: Select a pair (𝑋𝑖 ,Ψ𝑖 ) from Ω with maximal mutual informa-

tion in complete rows for attributes𝑋𝑖 in D using exponential

mechanism of budget 𝜖1/|A|
7: Add (𝑋𝑖 ,Ψ𝑖 ) to 𝐵; add 𝑋𝑖 to 𝑉
8: end for
9: Initialize synthetic dataset 𝐷∗

10: for 𝑖 = 1 . . . |A| do
11: Compute distribution from non-missing values Pr[𝑋𝑖 ,Ψ𝑖 ]

from the complete rows of 𝑋𝑖 in 𝐷

12: Learn Pr
∗ [𝑋𝑖 ,Ψ𝑖 ] with Laplace mechanism at budget 𝜖2

13: Set negative values to 0 and normalize

14: Sample from Pr
∗ [𝑋𝑖 ,Ψ𝑖 ] and add to 𝐷∗

15: end for
16: Return 𝐷∗

We expect DP-MisGAN to perform better than the naive GAN

approaches because it learns from both the complete rows as well

as the incomplete rows of the dataset. Furthermore, as DP-MisGAN

learns the missing data pattern of the incomplete dataset, we antic-

ipate that it will capture more information in complex MAR and

MNAR missing mechanisms.

Flexibility: The framework of DP-MisGAN can be used for any

GAN method. The core idea of the change is to encompass two

discriminator-generator pairs for learning missing data and syn-

thetic data generation. However, to achieve better privacy account-

ing, it is important to use the GS approach with a WGAN structure

and discard the discriminator after training.

Partial marginal observation-based adaptive recourse. This
approach can be applied to algorithms that use low dimensional

marginal queries [47, 52, 58, 59, 74, 76, 90, 96]. Instead of discarding

all the partially missing rows, only the rows with missing cells in

the queried attributes are removed. Such a strategy is most helpful

when only a subset of attributes have missing data. For example,

with MAR missing mechanism, partial marginal observation can

be learned from all the non-missing columns.

Algorithm overview:We extend PrivBayes [96] using this strategy

and call it PrivBayes enhanced or PrivBayesE in short (Algorithm 2).

Both PrivBayes and PrivBayesE learn Bayesian networks of degree

𝑘 to know the correlated columns. The network 𝐵 is initialized by

adding the first attribute in the attribute list A. The vertices that

been discovered so far are stored in the list 𝑉 (Lines 1-2). Next the

algorithm loops over each attribute in A (Line 3) and generates

|𝑉 | choose 𝑘 sets appended with every attribute seen so far A \𝑉
and stores in a list Ω (Lines 4-5). The mutual information values

for each pair in Ω is computed and the best one chosen using

exponential mechanism using privacy budget 𝜖1/A is added to

the network 𝐵 (Lines 6-7). PrivBayes/PrivBayesE then generate
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a synthetic dataset 𝐷∗ using this network 𝐵 in sequence (Line

10). Marginals are computed for each attribute 𝑋𝑖 with its most

correlated attributes Ψ𝑖 using privacy budget 𝜖/2 and added to 𝐷∗

(Line 12-14).

Highlights: In PrivBayesE, modifications are made to the dataset

generation process. Each time amarginal query is made, PrivBayesE

learns from all non-missing information of the attribute(s) (Line

11). This improves upon the complete row approach by discarding

missing rows on a smaller set of attributes, rather than from the

entire dataset. This is particularly advantageous for scenarios like

missing completely at random (MCAR), where analyzing more data

aids in better estimating the true distribution of marginals, and

missing at random (MAR), where some marginals are completely

available, allowing estimation based on complete data. The privacy

analysis of PrivBayesE mirrors that of PrivBayes, as PrivBayesE

does not introduce additional queries to the dataset.

Flexibility: This enhancement can be applied as a wrapper to any

method that makes use of low-dimensional marginals to generate

synthetic data. In our paper, we choose PrivBayes as our baseline

as it is the most simple and fundamental marginal based approach.

In the full paper [63], we also include an additional experiment to

enhance another marginal based approach AIM [58].

Column-wise data generation-based adaptive recourse. This
approach can be applied to any algorithm that uses column-wise in-

termediate models to learn the data distribution. In such algorithms,

a sequence of attributes is decided, and starting with the second

attribute in sequence, a model is learned to predict the current

attribute using previously learned ones.

Algorithm overview: We extend Kamino [35] using this strat-

egy and call in Kamino impute or KaminoI in short (Algorithm 3).

Kamino/KaminoI starts with deciding a sequence of attributes based

on a given denial constraints Ψ (Line 1). The distribution of the

first attribute in the computed sequence is learnt using all the non-

missing cells (Line 3). This computed distribution is noised (Line

4) and values are sampled to populate the synthetic dataset (Line

5). For each new attribute 𝑌 in the sequence, Kamino/KaminoI

learns a private intermediate model which uses all previously vis-

ited attributes 𝑋 to predict the new attribute 𝑌 (Lines 7-8). This

intermediate model is used to generate the values for the attribute

𝑌 in the synthetic data given the sampled values for 𝑋 (Line 10).

Highlights: KaminoI includes an additional imputation step to

impute values of attribute 𝑌 (Line 9), utilizing the same intermedi-

ate model that was trained to predict attribute 𝑌 given attribute set

𝑋 . This enhancement ensures that no missing values are discarded;

instead, they are used to train intermediate models. It is worth

noting that the sequence 𝑆 significantly influences KaminoI’s impu-

tation process. In Kamino, the sequence is generated considering

input constraints Ψ. However, if an attribute with many missing

values is positioned early in sequence 𝑆 , its imputation may be

less effective. To optimize imputation, attributes not in constraints

Ψ can be ordered based on decreasing percentage of missing val-

ues. If available, clues from the missing mechanism can also help

determine the sequence. For instance, with the MAR mechanism

predicting missing IQ based on age, the age attribute can precede

the age column in 𝑆 . To ensure fair comparison, the same sequence

as Kamino is used for KaminoI in the experimental section.

Algorithm 3 Kamino Impute (KaminoI)

Require: Incomplete dataset 𝐷 , Attributes A, Constraints Ψ, Pri-
vacy budget 𝜖1, 𝜖2

1: Build sequence 𝑆 of attributes A using constraints Ψ
2: Initialize synthetic dataset 𝐷∗

3: Compute distribution of first attribute 𝐻 = Pr[𝑆1] using all

non-missing values

4: Generate DP 𝐻∗ by adding Gaussian noise of budget 𝜖1

5: Sample from 𝐻∗ to populate 𝐷∗ [𝑆1]
6: for 𝑖 = 2 . . . |A| do
7: Load training features 𝑋 = 𝑆:𝑗 , and target label 𝑌 = 𝑆 𝑗
8: Train model𝑀 = \ (𝑋,𝑌 ) privately with budget

𝜖2

|A |−1

9: Impute missing values in dataset 𝐷 [𝑆 𝑗 ] using𝑀
10: Predict synthetic valuesΩ = 𝑀 (𝐷∗ [𝑆:𝑗 ]) and fill𝐷∗ [𝑆 𝑗 ] = Ω
11: end for
12: Return 𝐷∗

Flexibility: This enhancement is applicable to any method that

iterates over the columns of the dataset. Such an algorithmic archi-

tecture allows for value imputation as learning progresses. Each

time a model predicts the next attribute, it can also impute missing

values using the same model, incurring no additional privacy costs.

This strategy is particularly effective when missing data correlates

with other attributes in the dataset, such as in the missing at random

(MAR) scenario. While there’s only one known private approach

employing this strategy [35], several non-private approaches exist

[77, 93]. Although PrivBayesE can use learned distributions to im-

pute missing values for all visited attributes (Line 12 in Algoirthm 2),

it only utilizes low-way marginals compared to KaminoI’s larger

models, which benefit more from imputation. Hence, we did not

include this imputation step in PrivBayesE.

5 PRIVACY FOR GROUNDTRUTH DATA
In this section, we shift our focus to exploring the privacy impli-

cations for the ground truth data, which we approach as a distinct

problem that closely relates to Problem 1. We first find that the

solutions for Problem 1 do not always offer sufficient privacy for

Problem 2, except when the probability of missing values in a row

is independent of the other rows in the dataset (Section 5.1). Fur-

thermore, we demonstrate that certain missing mechanisms, such

as MCAR, allow a tighter privacy analysis for Problem 2 when

applying the same solution from Problem 1 in Section 5.2.

5.1 Relationship to Problem 1
We have proposed multiple synthetic data generation algorithms𝑀

which train on the incomplete dataset 𝐷 and achieve (𝜖, 𝛿)-DP as

solutions to problem 1. However, this incomplete dataset 𝐷 results

from a missing mechanism𝑀𝜙 on the ground truth dataset �̄� . In

problem 2, we study the same mechanisms 𝑀 which train on 𝐷

but discuss their privacy impact on �̄� . We do so by combining the

missing mechanism𝑀𝜙 and the synthetic data generation process

𝑀 as a composite mechanism𝑀 ◦𝑀𝜙 .

It is important to note that just because 𝑀 is a DP mechanism

for incomplete data 𝐷 , it does not necessarily mean that𝑀 ◦𝑀𝜙 is

DP for the ground truth data �̄� .
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Figure 1: Example of private incomplete datasets generated
from two neighbouring ground truth datasets. Gray denotes
missing cells and dotted lines represent the differing row.

Example 5.1. In Figure 1, consider neighboring ground truth data
�̄� and

¯𝐷′ differ in the last row’s income value (100k v.s. 80k). Their

income columns have an MNAR missing mechanism that hides the

highest income value and their corresponding incomplete data 𝐷

and 𝐷′ then differ more than one row. This means that an 𝜖-DP

mechanism for incomplete data cannot guarantee the same level of

privacy for the ground truth data.

The example above does not provide a strong privacy guarantee

for the ground truth data because the probability of a row having

missing values depends on the values of other rows. However, we

can show that if 𝑀𝜙 enforces independent probabilities for each

row to have missing values, a strong privacy guarantee applies to

the ground truth data.

Theorem 5.2. Let the missing mechanism𝑀Φ have independent
randomness to hide the values of each row and 𝐷 = 𝑀𝜙 (�̄�). If 𝑀
achieves (𝜖, 𝛿)-DP for 𝐷 , then𝑀 ◦𝑀Φ satisfies (𝜖, ¯𝛿)-DP for �̄� , where
𝜖 ≤ 𝜖, ¯𝛿 ≤ 𝛿 .

Theorem 5.2 says that the privacy bound for the ground truth

dataset is lesser than equal to the bound of the incomplete dataset

for a synthetic data generation algorithm if each row in the ground

truth dataset has an independent probability of having missing

values. Next we illustrate how to obtain a tighter privacy bound for

the missing completely at random (MCAR) mechanism.

5.2 Privacy Amplification Due To MCAR
Missing completely at random (MCAR) enforces an independent

probability of having missing rows for each attribute in the dataset.

We use these probabilities to tighten the privacy bounds for ground

truth data when the missing mechanism is MCAR. The technique

we developed is inspired by the seminal work of privacy amplifi-

cation due to sampling [12]. The premise of privacy amplification

by subsampling is that we run a DP algorithm on some random

subset of the data (e.g., sampled Gaussian mechanism, DP-SGD).

The subset introduces additional uncertainty, which benefits pri-

vacy. Privacy amplification due to subsampling has been shown to

work for many sampling methods (e.g., Poisson sampling, sampling

with/without replacement) and for neighboring datasets which may

differ with replacement or substitution. Privacy amplification by

subsampling theorem 5.3 makes this intuition precise.

Theorem 5.3 (SamplingAmplificationTheorem [12, 81]). Con-
sider an algorithm 𝑀 : D → D that satisfies (𝜖, 𝛿)-DP and a sam-
pling mechanism 𝑆 (𝐷) that samples a random subset𝑈 from dataset
𝐷 of 𝑛 samples. If 𝑝 = 𝑚𝑎𝑥𝑖∈[𝑛] Pr𝑈 [𝑖 ∈ 𝑈 ], then the composite
mechanism𝑀 (𝑆 (𝐷)) offers (𝜖′, 𝛿 ′)-DP where 𝜖′ = log(1+𝑝 (𝑒𝜖 −1)),
𝛿 ′ = 𝑝𝛿 . For small values of 𝜖 , we have 𝜖′ = log(1 + 𝑝 (𝑒𝜖 − 1)) ≈ 𝑝𝜖 .

In our missing data context, we note that for synthetic data gen-

eration algorithms that train on incomplete data, many rows are

naturally discarded due to the presence of missing cells. We exploit

this natural throwing out of rows as a sampling mechanism and

show that it can be used to amplify privacy. Recall from Section 2.1

that MCAR enforces independent probability of having missing

cells in the dataset for each attribute 𝜙1, · · · , 𝜙𝑘 . We use these prob-

abilities to propose our amplification results in Proposition 5.4.

Proposition 5.4. Consider an MCAR mechanism𝑀Φ : D → D
with missing probabilities {𝜙1, . . . , 𝜙𝑘 } over attributes {𝐴1, . . . 𝐴𝑘 }
of the input ground truth data �̄� and outputs an incomplete dataset
𝐷 . If an algorithm 𝑀 : D → D takes in rows in 𝐷 which have no
missing values on attributesA𝑀 ⊆ {𝐴1, . . . , 𝐴𝑘 }, then𝑀 ◦𝑀Φ offers
(𝑝𝜖, 𝑝𝛿)-DP to the ground truth data �̄� where 𝑝A𝑀

=
∏

𝐴𝑖 ∈A𝑀
(1 −

𝜙𝑖 ). We call A𝑀 an amplification attribute set for 𝑀 and 𝑝A𝑀
the

amplification factor of A𝑀 .

Proof. A row in MCAR has

∏𝑖=𝑙
𝑖=1
(1 − 𝜙𝑖 ) probability of having

no missing values and plugging in to Theorem 5.3. □
We note three important facts. First, if an algorithm 𝑀 takes

in rows with no missing values over an attribute set A𝑀 , then

𝑀 also takes in rows with no missing values over an attribute set

A′
𝑀
⊂ A𝑀 . In other words, if A𝑀 is an amplification attribute

set for𝑀 , then any subset of A𝑀 is an amplification attribute set

for𝑀 with amplification factor greater than that of A𝑀 . Second,

when A𝑀 = ∅, 𝑝A𝑀
= 1. Third and more importantly, as the

dataset is read only once, each attribute can only be used once

as an amplification factor. We can now use Proposition 5.4 and

Theorem 5.3 in conjunction to show the privacy amplifications for

the different algorithms we have discussed so far in our paper.

Use case 1: Privacy amplification for complete row only ap-
proach. Here we show how to apply Proposition 5.4 to all com-

plete row only approaches (PrivBayes, Kamino, and GAN-based

approaches). As these approaches take as input all attributes, the

probability of seeing a row without missing values is

∏𝑖=𝑘
𝑖=1
(1 − 𝜙𝑖 ).

The following example illustrates how this probability can be used

to obtain a tighter privacy bound for the ground truth data.

Example 5.5 (MCAR amplification for complete row only approach).
Consider the incomplete dataset from Figure 1. Let’s assume that

the missing data comes from an MCAR mechanism where the

missing probabilities are 𝜙𝑆𝑡𝑎𝑡𝑒 = 1

4
, 𝜙𝑂𝑐𝑐𝑢𝑝𝑎𝑡𝑖𝑜𝑛 = 0, 𝜙𝐺𝑒𝑛𝑑𝑒𝑟 =

1

4
, 𝜙𝐼𝑛𝑐𝑜𝑚𝑒 = 1

4
. Given 4 DP sub-algorithms 𝑀1, 𝑀2, 𝑀3, 𝑀4 that

each offer DP guarantee to the incomplete dataset𝐷 at budget
𝜖
4
.𝑀1
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computes the marginals of the complete rows over attribute <State>,

𝑀2 over <Occupation>,𝑀3 over <Gender> and𝑀4 over <Gender,

Income>. As all sub-algorithms take as input only the complete

rows, using Proposition 5.4, the amplification is

∏
𝑖 (1−𝜙𝑖 ) = 0.421

and using Theorem 5.6 the final privacy is 𝜖 = 4 ∗ 0.421
𝜖
4
= 0.421𝜖 .

Use case 2: Privacy amplification for partial marginal obser-
vation approach. For partial marginal observation methods (e.g.

PrivBayesE), calculating the amplification privacy cost is more com-

plex. These methods involve multiple low-dimensional marginals

with overlapping attributes. To determine the overall amplification

for such algorithms, it is necessary to calculate the amplification for

each marginal and carefully compose them. The complexity of this

calculation arises from the optimal selection of the amplification at-

tribute set for each marginal, which maximizes amplification while

ensuring that each attribute is used only once. First, we consider

a simple case that the amplification factors of all marginals are

disjoint. In this scenario, we can compose the total privacy cost

using Theorem 5.6 and demonstrate using Example 5.7.

Theorem 5.6. Consider an MCAR mechanism𝑀Φ, and a sequence
of 𝑗 mechanisms 𝑀1, . . . , 𝑀 𝑗 with DP guarantees of 𝜖1, . . . , 𝜖 𝑗 to 𝐷
and amplification attribute set A𝑀1

, . . . ,A𝑀𝑗
respectively. If their

amplification attribute sets do not overlap, then these mechanisms
offers DP to the ground truth data �̄� at a cost of 𝜖 =

∑
𝑖=1

𝑝A𝑀𝑖
𝜖𝑖 .

Proof. As all mechanisms𝑀𝑖 work on disjoint sets of attributes,

their amplification attribute sets A𝑖 are also disjoint. Furthermore

as the missing probabilities are always ≤ 1, we always use all

attributes inA𝑖 amplify marginal𝑀𝑖 . We can then use Theorem 5.3

to calculate the final amplified privacy cost 𝜖 =
∑
𝑖=1

𝑝A𝑀𝑖
𝜖𝑖 . □

Example 5.7. Continuing from Example 5.5, assume we have

the same dataset but use a partial observation algorithm. We con-

sider only the sub-algorithms𝑀1, 𝑀2, and𝑀4 for this example. The

marginals for these sub-algorithms do not overlap and allow us to

consider all engaging attributes as their amplification attribute set.

Hence, by Theorem 5.6,𝑀1 is amplified using 𝑝𝑀1
= 1−𝜙𝑠𝑡𝑎𝑡𝑒 = 3

4
,

𝑀2 is amplified using 𝑝𝑀2
= 1 − 𝜙𝑜𝑐𝑐𝑢𝑝𝑎𝑡𝑖𝑜𝑛 = 1 and 𝑀4 using

𝑝𝑀4
= (1−𝜙𝑔𝑒𝑛𝑑𝑒𝑟 ) (1−𝜙𝑖𝑛𝑐𝑜𝑚𝑒 ) = 9

16
. The amplified privacy cost

would thus be
3

4

𝜖
3
+ 𝜖

3
+ 9

16

𝜖
3
= 0.77𝜖 .

The problem however gets more nuanced when two marginals

have overlapping attributes. We show this in Example 5.8 by first

showing a naïve composition and then an optimized one.

Example 5.8. Consider all 4 sub-algorithms in Example 5.5 and

a partial observation algorithm. The marginals for sub-algorithms

𝑀3 and 𝑀4 overlap in the ‘Gender’ attribute with amplification

factors 𝑝𝑀3
= (1 − 𝜙𝐺𝑒𝑛𝑑𝑒𝑟 ) = 3

4
and 𝑝𝑀4

= (1 − 𝜙𝐺𝑒𝑛𝑑𝑒𝑟 ) (1 −
𝜙𝐼𝑛𝑐𝑜𝑚𝑒 ) = 9

16
respectively. We cannot apply Theorem 5.6 on 𝑀3

and 𝑀4’s entire attribute set as the corresponding amplification

attribute sets would then overlap on the ‘Gender’ attribute. A naïve

solution would be to amplify the DP mechanism with the most

amplification and skip the others. In our example, we would amplify

only 𝑀4 with amplification of
9

16
and skip amplification for 𝑀3.

The total amplified privacy cost would thus be 𝜖 = 3

4

𝜖
4
+ 𝜖

4
+

𝜖
4
+ 9

16

𝜖
4
= 0.83𝜖 . However, a better bound can be calculated if

overlapping mechanisms were grouped together and amplified

using the intersecting attribute. For instance, both𝑀3 and𝑀4 can

be amplified by an amplification factor of
3

4
using the amplification

attribute set ‘Gender’, resulting in a total privacy loss of
3

4

𝜖
4
+ 𝜖

4
+

3

4
( 𝜖

4
+ 𝜖

4
) = 0.81𝜖 i.e. tighter than 0.83𝜖 .

In a more general setting, solving this problem requires us to

make groups of the mechanisms with overlapping attributes and

make sure that each group is amplified using distinct amplification

factors.

Problem 3. Consider an MCAR mechanism 𝑀Φ and a sequence
of 𝑗 mechanisms 𝑀1, . . . , 𝑀 𝑗 with DP guarantees of 𝜖1, . . . , 𝜖 𝑗 to 𝐷 ,
where𝑀𝑖 computes a marginal over attributes A𝑖 . We would like to
find amplification attribute sets {A𝑀1

⊆ A1, . . . ,A𝑀𝑗
⊆ A𝑘 } and

their corresponding amplification factor 𝑝1, . . . , 𝑝 𝑗 for𝑀1, ...𝑀𝑗 , that
gives the smallest DP cost to the ground truth data �̄� .

One way to solve the above problem is by creating valid par-

titions of marginals and assigning each group in the partition an

amplification attribute set such that all groups have disjoint at-

tribute sets and all marginals from the same group are amplified

using their own amplification attribute set.

Definition 5.9 (Valid partition). GivenDPmechanisms𝑀1, . . . , 𝑀 𝑗

for computing marginals over attribute setsA1, . . . ,A 𝑗 , a partition

of these mechanisms 𝑃 = {𝐺1, . . . 𝐺𝑖 } is considered valid if it satis-

fies these conditions: (1) All mechanisms in the same partition are

amplified with the same set of amplification attribute set and with

the same amplification factors; and (2) The amplification attribute

sets of all partitions are disjoint.

The privacy cost for a valid partition is 𝜖 =
∑
𝐺𝑙 ∈𝑃 𝑝A𝐺𝑙

∑
𝑀𝑗 ∈𝐺𝑙

𝜖 𝑗 ,

where A𝐺𝑙
is the amplification attribute set for the mechanisms

grouped into𝐺𝑙 and 𝑝A𝐺𝑙
is the corresponding amplification factor.

A valid partition ensures each group’s amplification attribute set

is disjoint, ensuring each attribute is considered only once. To solve

Problem 3, we select the partition with the least privacy cost that

is also valid. Thus, all DP sub-mechanisms are amplified using the

best disjoint attribute set. However, enumerating all valid partitions

is intractable due to the exponential number of possibilities
1
. If the

cardinality of A and the number of DP mechanisms 𝑗 are small,

then one can enumerate all possible solutions and choose the best

one. However, for datasets with a large number of attributes, we

show an initial pruning method to trim away bad solutions using

Lemma 5.10.

Lemma 5.10. A valid partition 𝑃 solution to Problem 3 should have
a non-empty amplification attribute set for all group 𝐺 ∈ 𝑃 .

For large datasets where we are left with multiple partitions even

after pruning, we use a brute force search as described in Algo-

rithm 4. In Line 1, we enumerate all possible disjoint amplification

attribute sets that we can make from A and store in a variable

PA . Then, we loop through each possible disjoint attribute set

𝑃A ∈ PA , and calculate the cost of each amplification attribute set

A𝑙 ∈ 𝑃A in Line 2-3 using Proposition 5.4. We initialize the cost

of the partition 𝑐𝑃A = 0 in Line 4. Then we loop through each pair

of marginal 𝑆𝑖 and its corresponding DP mechanism (𝑀𝑖 , 𝜖𝑖 ) and

find the candidate amplification attribute sets that are contained

1
The total number of partitions of a set is given by the Bell number.
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Algorithm 4 Optimal amplified privacy cost

Require: Marginals S = {𝑆1, . . . , 𝑆 𝑗 } over attributes A, DP mech-

anismsM = {(𝑀1, 𝜖1), . . . , (𝑀𝑗 , 𝜖 𝑗 )} for S, Missing probabili-

ties Φ = {Φ𝐴 |𝐴 ∈ A} for MCAR

1: Find all possible partitions of A and store in PA
2: for each attribute partition 𝑃A in PA do
3: Calculate amplification factor 𝑐A𝑙

=
∏

𝐴∈A𝑙
(1 − 𝜙𝐴) for

A𝑙 ∈ 𝑃A
4: Initialize disjoint set cost 𝑐𝑃A = 0

5: for each 𝑆𝑖 ∈ S with its corresponding ((𝑀𝑖 , 𝜖𝑖 )) do
6: Skip 𝑃A if {A𝑙 ⊆ 𝑆𝑖 |A𝑙 ∈ 𝑃A } = ∅
7: Find the best amplification attribute set for𝑀𝑖 :

A𝑙∗ ← 𝑎𝑟𝑔𝑚𝑖𝑛A𝑙 ∈𝑃A∧A𝑙 ⊆𝑆𝑖𝑐A𝑙

8: Add the best amplified cost 𝑐𝑃A = 𝑐𝑃A + 𝜖𝑖 · 𝑐A𝑙∗
9: end for
10: end for
11: Return the attribute partition 𝑃A with minimum cost 𝑐𝑃A

in the marginal 𝑆𝑖 in Line 6. If no such candidate set is valid for 𝑆𝑖 ,

then we can prune the entire partition 𝑃A using Lemma 5.10 and

loop back to Line 2. Otherwise, in Line 7-8, we find the candidate

attribute set which has the best amplification cost for𝑀𝑖 and add

its corresponding cost the final cost 𝑐𝑃A . Finally, the partition with

the minimum sum cost is returned in Line 10. In Example 5.11 we

show how Algorithm 4 can be used to find the valid partition for

our running example with the lowest privacy cost.

Example 5.11. Consider the same setup in Example 5.8. There are

total of 4 attributes and Algorithm 4 starts by enumerating all 15

possible disjoint amplification attribute sets — {State | Occupation |

Gender | Income}, {State Occupation | Gender | Income}, ... , {State

Occupation Gender | Income}, ... , {State Occupation Gender Income}.

We then iterate through each of these disjoint sets. Let’s consider the

disjoint setsA1 : {𝑆𝑡𝑎𝑡𝑒},A2 : {𝑂𝑐𝑐𝑢𝑝𝑎𝑡𝑖𝑜𝑛},A3 : {𝐺𝑒𝑛𝑑𝑒𝑟 },A4 :

{𝐼𝑛𝑐𝑜𝑚𝑒}. For each attribute set we calculate its corresponding am-

plification factor, 𝑐A1
: (1−𝜙𝑆𝑡𝑎𝑡𝑒 ) = 3/4, 𝑐A2

: (1−𝜙𝑂𝑐𝑐𝑢𝑝𝑎𝑡𝑖𝑜𝑛) =
0, 𝑐A3

: (1 − 𝜙𝐺𝑒𝑛𝑑𝑒𝑟 ) = 3/4, 𝑐A4
: (1 − 𝜙𝐼𝑛𝑐𝑜𝑚𝑒 ) = 3/4. We then

iterate through all marginals and choose the best amplification

attribute for each marginal. Therefore, 𝑀1 is amplified using A1,

𝑀2 using A2, 𝑀3 and 𝑀4 both using A3. The final privacy cost

therefore is 𝜖 = 3

4

𝜖
4
+ 𝜖

4
+ 3

4

𝜖
4
+ 3

4

𝜖
4
= 0.81𝜖 . This partition also

happens to be the best partition among the 15 partitions.

Use case 3: Privacy amplification for column-wise imputation
algorithms. Column-wise imputation algorithms (e.g., KaminoI)

learn attributes sequentially in a predefined sequence 𝑆 over𝐴1, . . . , 𝐴𝑘 .

The first attribute 𝑆1 is learned using its observed distribution,

while the rest 𝑆2, . . . , 𝑆𝑘 are learned using intermediate models

𝑀2, . . . , 𝑀𝑘 with privacy costs 𝜖2, . . . , 𝜖𝑘 . At each 𝑖𝑡ℎ iteration, at-

tribute 𝑆𝑖 is learned using intermediate model𝑀𝑖 , taking previously

learned attributes 𝑆:𝑖 as feature input. After training, 𝑀𝑖 is used

to sample the synthetic dataset and impute incomplete values of

𝐷 [𝑆𝑖 ]. Thus, for the next model𝑀𝑖+1, previously learned attributes

are either complete or imputed. The total number of complete rows

fed to an intermediate model 𝑀𝑖 depends solely on the complete

values in 𝐷 [𝑆𝑖 ], leading to amplified privacy for ground truth data

𝜖𝑖 = 𝑝𝑆𝑖𝜖𝑖 , where 𝑝𝑆𝑖 = 1 − 𝜙𝑖 . However, we note that for training
model𝑀𝑖 , every attribute 𝑆:𝑖−1 is considered for amplification using

the same probability as 𝑆𝑖 . Since each attribute can be amplified

only once, privacy for ground truth is calculated accordingly.

Theorem 5.12. Consider anMCARmechanism𝑀Φ and a sequence
of attributes 𝑆 and 𝑘 mechanisms 𝑀1, . . . , 𝑀𝑘 with privacy cost of
𝜖1, . . . , 𝜖𝑘 to 𝐷 , where 𝑀𝑖 is an intermediate model that trains 𝐴𝑖

as target and 𝐴:𝑖 as features. If model 𝑀𝑖 is used for imputation of
attribute 𝐴𝑖 , then the overall process offers DP to the ground truth

data �̄� at a cost of 𝜖 = 𝑝𝑆 𝑗
𝜖 𝑗 +

∑𝑘
𝑖=1,𝑖≠𝑗 𝜖𝑖 , where 𝑗 =

𝑘
max

𝑖=1

(1 − 𝜙𝑖 ).

Example 5.13. Consider the incomplete dataset from Figure 1.

Lets assume we have a column based imputation algorithm learns

this dataset. Each attribute is learnt using the equal privacy budget

𝜖
4
. The attributes ‘State’, ‘Gender’ and ‘Income’ has an amplification

factor
3

4
whereas the attribute ‘State’ has a factor of 1. Therefore,

the amplified privacy budget is 𝜖 = 3

4

𝜖
4
+ 3

𝜖
4
= 0.9375𝜖 .

Discussion on MAR and MNAR. MAR and MNAR mechanisms

model probabilities of missing data conditioned upon non-missing

values from other columns (MAR) or missing values from the same

column in the dataset (MNAR). Unfortunately, verifying the pres-

ence of MAR and MNAR missing types in the dataset lacks a fool-

proof method, as it may rely on observed and unobserved vari-

ables and their interactions (as discussed in Section 2). Due to the

conditional nature of these missing types, achieving privacy am-

plification with MAR or MNAR mechanisms is challenging. Each

row’s probability of having missing values may vary due to condi-

tional dependence on dataset values. While maximum probabilities

or noisy upper bounds can be used for privacy amplification if

these probabilities are known or privately learned, they are often

associated with multiple patterns and complex relationships. For

instance, in the simple example depicted in Figure 1, rows with the

highest income value (80k) are missing. Here, the probability of a

row having a missing value depends directly on the probability of

a row having an income of 80k. To calculate missing probabilities

associated with MNAR, not only the highest value in the column

but also its probability of occurrence needs to be determined. With-

out distribution assumptions, such calculations cannot be achieved

with DP [16]. Amplification extensions for MAR and MNAR remain

a topic for future research.

6 EVALUATION
We thoroughly experiment with DP synthetic data generation al-

gorithms on missing data. First, we demonstrate how existing DP

methods are affected by varying amount of missing data. Next, we

evaluate the effectiveness of our proposed adaptive recourse meth-

ods and analyze the impact of varying missing data percentages,

missing mechanisms, and privacy budgets for each method. Finally,

we show how missingness amplifies privacy for ground truth data.

6.1 Experimental Setup
Datasets. We run our experiments on four tabular datasets: (i)

Adult dataset [25] (32561 rows), (ii) Bank dataset [64] (45211 rows),

(iii) BR2000 [96] (38,000 rows), (iv) National dataset [84] (15012
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(a) Adult 2-way (↓) (b) Bank 2-way (↓) (c) BR2000 2-way (↓) (d) National 2-way (↓)

Figure 2: Comparing all strategies to deal with missing data. Adaptive recourse results in the best performance, followed by the
complete row approach. The red line represents the best no-missing baseline.

rows). Each dataset has a combination of numerical and categor-

ical columns which are pre-processed according to the synthetic

data generation algorithm as discussed in their respective research

paper – numerical attributes are discretized into 10 uniform bins

or scaled between 0 to 1 and the categorical attributes are encoded

using one-hot/ordinal encoding. We implement a pipeline that can

generate different categories of missing data using the approach

from Muzellec et al. [65]. We run experiments on all the three types

of missingness for every dataset and go up to 30% missing values

except the national dataset, where we stop at 20% due to the lower

number of rows in the original dataset.

Baselines. We consider several existing differentially private data

generationmethods that do not considermissing data: PrivBayes [96]

and AIM [58] from statistical approaches, DPCTGAN [32] and

DPautoGAN [82] from deep learning techniques, and Kamino [35],

which is a mixed approach. These methods have been published

in well-known conferences with their code readily available. For

each method, we construct the following baselines to deal with

missing data as discussed in Section 4.1. The first baseline re-

ferred by its original name combines the original method with

the complete row-only approach. Next, we construct baselines for

the imputation first approach, which first imputes the data and

then generates the synthetic data. We initially considered differ-

entially private data imputation using k-means [23] and OLS re-

gression [24], but they fail in working with categorical columns

and require a large privacy budget for the imputation process itself.

Hence, we adopt the following imputation methods: (i) random

imputation, which fills missing values randomly from the attribute

domain; (ii) mean imputation, replacing missing numerical attribute

values with the mean and sampling from the probability distribu-

tion for categorical attributes; and (iii) Kamino imputation, which

leverages intermediate models from Kamino for imputation and

shares similar model as Holoclean [2, 89]. Random impute requires

no privacy budget, but the other two require splitting of the privacy

budget for imputation and for the data generation algorithm.

Parameters. The utility of the algorithms replies upon multiple

hyperparameters, and we try our best to tune these parameters

by running grid searches. Although we don’t consider privacy

costs for tuning, it’s crucial to tune these parameters privately

in practice [62, 71]. Deep learning methods typically require a

larger privacy budget for meaningful results. Hence, we assign

PrivBayes and Kamino 𝜖 = 1, and GAN approaches 𝜖 = 3 by default.

Adaptive methods maintain the same budget as their non-adaptive

counterparts. PrivBayes operates under pure DP (𝛿 = 0), while

others employ approximate DP. The 𝛿 value is approximately set

one magnitude lower than 1/|𝐷 | to the nearest exponent of 10.

Metrics. We use two utility metrics for evaluation: (i) the average

variational distance between the 𝑘-way marginals of the ground

truth data and that of the synthetic data; and (ii) the average F1

scores of 9 classification models in classifying each attribute in the

dataset. All our experiments are repeated 3 times and reported with

their the mean with standard deviation. For space constraints, we

show limited metrics for some experiments and defer others and

the details of the to full paper [63].

6.2 Experimental Findings
We evaluate the impact of missing values on DP synthetic data gen-

eration algorithms with different missing mechanisms and varying

missing data from 1% to 30%. The quality of synthetic data gen-

erated by all algorithms degrades drastically, particularly when

having >10% of missing data. We include the benchmark results in

the full paper [63] and show the following experiments for 10%-30%

of missing data. We note that DPCTGAN has consistently poorer

utility than DPautoGAN, and AIM shares similar observations as

PrivBayes. Hence, we move their results to the full paper [63].

6.2.1 Evaluate different strategies to deal with missing data. For
each existing DP algorithm for generating synthetic data, we com-

pare its respective baseline methods and its adaptive recourse ap-

proach. Figure 2 shows the performance of these methods across

all four datasets, employing 20% MCAR missing values. The red

line denotes the baseline approach’s performance without miss-

ing values. For mean and Kamino imputation, we allocate three

splits of the privacy budget (25%, 50%, and 75%) for imputation and

plot the average and standard deviation across all splits, reserving

the rest for generating the synthetic dataset. We observe that no

single imputation strategy consistently outperforms others, with

the adaptive recourse approach generally yielding the best results.

Hence, allowing learning and imputation to happen together is

crucial. Additionally, the complete row approach often performs

second best, serving as our baseline for subsequent experiments.
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(a) Adult 2-way (↓) (b) Bank 2-way (↓) (c) BR2000 2-way (↓) (d) National 2-way (↓)

(e) Adult F1-score (↑) (f) Bank F1-score (↑) (g) BR2000 F1-score (↑) (h) National F1-score (↑)

Figure 3: Adaptive methods (DPMisGAN, PrivBayesE, KaminoI) vs their respective baselines using the complete row approach
(DPautoGAN, PrivBayes, Kamino) with MCAR missingness at 𝜖 = 1. Algorithms of the same category are colored with the same
shade. The adaptive methods result in better quality synthetic data. The red line denotes the best no missing baseline.

(a) Adult (b) Bank (c) BR2000 (d) National

Figure 4: Adaptive methods (DPMisGAN, PrivBayesE, KaminoI) vs their respective baselines using the complete row approach
(DPautoGAN, PrivBayes, Kamino) on different missing mechanisms. Red line denotes the no missing baseline.

6.2.2 Evaluate Adaptive Recourse Approach. We evaluate adaptive

recourse approaches at various experimental configurations.

Varying missing percentage. In this experiment, we compare

the best baseline from the previous experiment that uses the com-

plete row approach with its corresponding adaptive recourse ap-

proach from Section 4.2. We repeat our experiment on four different

datasets with varying amount of MCAR data at two privacy lev-

els (𝜖 = 1, 3). We defer the results for 𝜖 = 3 to the full paper [63]

which have qualitatively similar results. In Figure 3, we plot the

algorithms in different shades of color depending on their type. We

observe in general that adaptive recourse approaches (DPMisGAN,

PrivBayesE, and KaminoI) result in significantly better quality syn-

thetic data compared to their baseline with the complete row only

approach (DPautoGAN, DPCTGAN, PrivBayes, Kamino). Across all

datasets, the 1-way scores are improved by up to 68%, 2-way by up

to 66% and F1-scores of up to 24%. Furthermore, we observe that the

adaptive methods often achieve the same utility as the no missing

baseline with 10% missing data (e.g., top left subfigure Adult 2-way

for KaminoI and PrivBayesE at 10% missing data).

Varying missing mechanisms. In Figure 4, we repeat our experi-

ment for all 4 datasets at 10% missing data for all missing mecha-

nisms. The adaptive recouse approaches(DPMisGAN, PrivBayesE,

and KaminoI) beat their non-adaptive complete-row baselines across

all missing mechanisms. As missing values are added only to half of

the attributes, missing at random (MAR) has more complete rows

(the number in brackets on the x-axis labels) as compared to the

other mechanisms. It is interesting to note that if we increase the

missing percentage for MAR and plot it with same rows (MAR-SR),
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Figure 5: Adaptive methods vs baselines with MCAR miss-
ingness at varying privacy budget.

the algorithms start performing poorly. Hence, we make the con-

clusion that the number of complete of rows makes a more vital

impact compared to the missing mechanism itself.

Varying privacy budget. We show the impact of the privacy

budget in Figure 5 for adaptive methods with 10% MCAR missing

data on Adult. We vary the privacy budget 𝜖 ∈ [0.5, 1, 3, 5, 10,∞]
where 𝜖 = ∞ refers to the non-private run. First, we note that

increasing the privacy budget improves the utility of the synthetic

dataset across all algorithms. Second, we observe that PrivBayesE

and KaminoI outperformed GAN-based approaches at all privacy

budgets. Similar observations are found in Figure 3 and Figure 4.

The poor performance of the GAN-based approaches is primarily

due to the requirement for specific preprocessing steps and exten-

sive hyperparameter tuning, which was challenging. Third, we find

that there is no clear winner for all datasets, all utility metrics,

and all privacy budgets, which is consistent with the observations

from prior benchmarks on DP synthetic data generation [83]. How-

ever, we observe that PrivBayesE performs better at smaller epsilon

values (𝜖 ≤ 1), but KaminoI has better performance with higher

epsilon (𝜖 > 1). We attribute this phenomenon to the fact that

KaminoI trains multiple intermediate models, and these models

generally require a higher privacy budget. Therefore, we recom-

mend PrivBayesE at a low privacy regime (𝜖 ≤ 1) and KaminoI at a

higher privacy regime (𝜖 > 1).
In addition, we observe that PrivBayesE outperforms others at

the 2-way tasks (Figure 3 top row), and KaminoI demonstrates

superior performance in the F1-score metric even at a low privacy

regime (𝜖 = 1, Figure 3 bottom row, except BR2000). This shows

that depending on the data sets and the downstream tasks different

methods perform best. Hence, we recommend to an end user to

test all methods for their dataset and downstream tasks and assess

result quality in the way we have done. Then they can select the

best method for their case, but this ignores privacy cost of algorithm

selection. Generally, we recommend marginal-based approach like

PrivBayesE for k-way tasks and KaminoI for ML tasks.

6.2.3 Amplification Due To Missingness. In this experiment, we

show the amplified privacy budget for ground truth data. We exper-

iment with PrivBayesE that runs on the incomplete dataset with 10 -

50% MCAR missing data. For each run, we allocate a privacy budget

of 𝜖 = 1 and observe the marginals calculated by PrivBayesE. We

assume a uniform privacy budget for each marginal calculated by

PrivbayesE and run Algorithm 4 to calculate the best valid partition

of these marginals. In Table 1, we plot the amplified privacy cost 𝜖

Table 1: Amplified privacy for ground truth data.

Dataset MCAR missing %

0.1 0.2 0.3 0.4 0.5

Adult 0.88 0.77 0.65 0.47 0.44

BR2000 0.83 0.68 0.55 0.41 0.31

based on the best partition found by the algorithm. We repeat the

experiment for two datasets – Adult and BR2000. Our results show

that the amplified privacy cost decreases almost linearly from 0.88x

to 0.44x for Adult and 0.83x to 0.31x for the BR2000 dataset.

7 RELATEDWORK
Differentially private synthetic data generation has been studied

vastly in prior literature [15, 31, 69, 97]. Prior works generate syn-

thetic data via statistical approacheswhich estimate low-dimensional

marginal distributions [76, 90], deep learning approaches [33, 45],

or the combination of the two [35]. However, all of these algorithms

focus on the no missing data setting. Some prior work look into

missing data imputation for private datasets but are either not in the

differential privacy setting [40, 42, 72] or do not support generating

synthetic data as a part of their work [23, 24, 49]. Patki et al. [72]

propose the synthetic data vault framework, which identifies and

repairs inconsistencies in the generated synthetic data from in-

complete data but does not consider any privacy guarantees. Their

approach uses low-way marginals and learns them using Gaussian

copulas that may be enhanced using our partial marginal observa-

tion approach if made private. Huang et al. [40] and Jagannathan et

al. [42] imputation of missing data as a cleaning algorithm for pri-

vate datasets but consider privacy definitions of k-anonymity and

cryptographic distributive computing, respectively. Other works

focus on privately imputing missing values. The existing differen-

tially private solutions [23, 24, 49] focus on data imputation and

are difficult to adapt for the synthetic data generation problem.

PrivateClean [49] requires a human in the loop that can specify the

user-defined specific imputation functions to clean the database.

The k-means based word by Clifton et al. [23] and imputation first

approach in Das et al. [24] use part of the privacy budget to impute

the missing values using OLS regression. We note that such OLS

regression and k-means models cannot be applied to categorical at-

tributes, and using them for imputation incurs a significant amount

of privacy budget and leaves little budget for data synthesis.

8 CONCLUSION
In conclusion, our research paper presents a comprehensive study

on differentially private synthetic data generation algorithms for

private datasets with missing values. Our proposed adaptive re-

course methods outperform classical approaches and strike a bal-

ance between privacy and utility. We also provide techniques for

calculating privacy bounds and demonstrate the effectiveness of

our methods through extensive experiments on real-world datasets.

Our findings have important implications for privacy-preserving

data sharing and analysis, and can facilitate the development of

more effective methods for generating synthetic data in various

practical applications.
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