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ABSTRACT
Federated Learning (FL) emerges as a viable solution to facilitate

data collaboration, enabling multiple clients to collaboratively train

a machine learning (ML) model under the supervision of a central

server while ensuring the confidentiality of their raw data. How-

ever, existing studies have unveiled two main risks: (i) the potential

for the server to infer sensitive information from the client’s up-

loaded updates (i.e., model gradients), compromising client input

privacy, and (ii) the risk of malicious clients uploading malformed

updates to poison the FL model, compromising input integrity. Re-

cent works utilize secure aggregation with zero-knowledge proofs

(ZKP) to guarantee input privacy and integrity in FL. Nevertheless,

they suffer from extremely low efficiency and, thus, are impractical

for real deployment. In this paper, we propose a novel and highly

efficient approach RiseFL for secure and verifiable data collabora-

tion, ensuring input privacy and integrity simultaneously. Firstly,

we devise a probabilistic integrity check method that transforms

strict checks into a hypothesis test problem, offering great optimiza-

tion opportunities. Secondly, we introduce a hybrid commitment

scheme to satisfy Byzantine robustness with improved performance.

Thirdly, we present an optimized ZKP generation and verification

technique that significantly reduces the ZKP cost based on proba-

bilistic integrity checks. Furthermore, we theoretically prove the

security guarantee of RiseFL and provide a cost analysis compared

to state-of-the-art baselines. Extensive experiments on synthetic

and real-world datasets suggest that our approach is effective and

highly efficient in both client computation and communication. For

instance, RiseFL is up to 28x, 53x, and 164x faster than baselines

ACORN, RoFL, and EIFFeL for the client computation.
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1  INTRODUCTION
Organizations  and  companies  are  progressively  embracing  digitiza-
tion  and  digitalization  as  pathways  to  transformation,  targeting  en-
hancements  in  profitability,  efficiency,  or  sustainability.  Data  plays  a
crucial  role  in  such  transformations.  For  example,  financial  analysts
may  use  users’  historical  data  to  adjudicate  on  credit  card  applica-
tions,  and  clinicians  may  use  patients’  electronic  health  records  for
disease  diagnosis.  While  many  organizations  may  lack  expansive
or  pertinent  datasets,  there  is  a  growing  inclination  towards  data
collaboration  [5,  64,  68]  for  analytics  purposes.  Nevertheless,  the
ascent  of  rigorous  data  protection  legislation,  such  as  GDPR  [1],
deters  direct  raw  data  exchange.  For  example,  in  a  healthcare  data
collaboration  scenario  shown  in  Figure  1,  three  hospitals  aim  to
share  their  respective  organ  image  databases  to  build  a  more  ac-
curate  diagnosis  machine  learning  (ML)  model  [40,  47].  However,
due  to  the  highly  sensitive  nature  of  patients’  data,  directly  sharing
those  organ  images  among  hospitals  is  not  permissible.

  In  this  landscape,  federated  learning  [4,  19,  21–23,  35,  38,  39,  43,
63,  67,  73,  80]  emerges  as  a  viable  solution  to  facilitate  data  collabora-
tion.  It  enables  multiple  data  owners  (i.e.,  clients)  to  collaboratively
train  an  ML  model  without  necessitating  the  direct  sharing  of  raw
data,  thereby  complying  with  data  protection  acts.  Typically,  there
is  a  centralized  server  that  coordinates  the  FL  training  process.  Take
Figure  1  as  an  example.  The  hospitals  train  an  FL  model  under  the
coordination  of  a  healthcare  center  (i.e.,  server).  The  healthcare
center  first  initializes  the  model  parameter  and  broadcasts  it  to  all
the  hospitals.  Subsequently,  in  each  iteration,  each  hospital  com-

putes  a  local  update,  i.e.,  model  gradients,  on  its  own  patients’  data
and  uploads  it  to  the  healthcare  center.  The  healthcare  center  then
aggregates  all  hospitals’  updates  to  generate  a  global  update  and
sends  it  back  to  the  hospitals  for  iterative  training  [43].  Finally,  the
hospitals  obtain  a  federated  model  trained  on  the  three  hospitals’
organ  images.  After  that,  doctors  in  each  hospital  can  use  it  to  assist
in  diagnosing  new  patients.
  Despite  the  fact  that  FL  could  facilitate  data  collaboration  among

multiple  clients,  two  main  risks  remain.  The  first  is  the  client’s
input  privacy.  Even  without  disclosing  the  client’s  raw  data  to
the  server,  recent  studies  [44,  46]  have  shown  that  the  server  can 
recover  the  client’s  sensitive  data  through  the  uploaded  update 
with  a  high  probability.  The  second  is  the  client’s  input  integrity.
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Figure 1: An example for healthcare data collaboration.

In FL, there may exist a set of malicious clients that aim to poison

the collaboratively trained model via Byzantine attacks, such as

imposing backdoors so that themodel is susceptible to specific input

data [3, 71], contaminating the training process with malformed

updates to degrade model accuracy [9, 24, 30], and so on.

A number of solutions [7, 15, 32, 42, 48, 74, 78, 79, 81] have

been proposed to protect input privacy and ensure input integrity

in FL. On the one hand, instead of uploading the plaintext local

updates to the server, the clients can utilize secure aggregation tech-

niques [7, 12, 32], such as secret sharing [33, 57] and homomorphic

encryption [18, 25], to mask or encrypt the local updates so that the

server can aggregate the clients’ updates correctly without know-

ing each update. In this way, the client’s input privacy is preserved.

However, these solutions do not ensure input integrity because it

is difficult to distinguish malicious encrypted updates from benign

ones. On the other hand, [15, 42, 48, 74, 78, 79] present various

Byzantine-robust aggregation algorithms, allowing the server to

identify malformed updates and eliminate them from being aggre-

gated into the global update. Nevertheless, these algorithms require

the clients to send plaintext updates to the server for integrity

verification, compromising the client’s input privacy.

In order to ensure input integrity while satisfying input privacy,

[6, 41, 55] use secure aggregation to protect each client’s update

and allow the server to check the encrypted update’s integrity

using zero-knowledge proof (ZKP) [36] protocols. The general idea

is to let each client compute a commitment of its local update

and generate a proof that the update satisfies a publicly-known

predicate, for example, the 𝐿2-norm is within a specific range [59];

then, the server can verify the correctness of the proofs based on

the commitments and securely aggregate the valid updates without

the need of knowing the plaintext values. Unfortunately, these

solutions suffer from extremely low efficiency in proof generation

and verification, making them impractical for real deployments. For

example, under the experiment settings in Section 6.2, EIFFeL [55]

takes 161 seconds to generate and verify proofs on 10K model

parameters, compared to 7.6 seconds for client local training.

To introduce a practical FL system that ensures both input pri-

vacy and input integrity, we propose a secure and verifiable feder-

ated learning approach, called RiseFL, with high efficiency. RiseFL

has been included in our federated learning system Falcon
1
so

1

https://www.comp.nus.edu.sg/~dbsystem/fintech-Falcon/

as to enhance the trustworthiness of the clients’ model updates

while preserving their privacy [68]. In this paper, we focus on the

𝐿2-norm integrity check, i.e., the 𝐿2-norm of a client’s local up-

date is less than a threshold, which is widely adopted in existing

works [16, 41, 55, 61]. Our key observation of the low-efficiency

in [6, 41, 55] is that their proof generation and verification costs

for each client are linearly dependent on the number of parameters

𝑑 in the FL model. Therefore, we aim to reduce the proof cost to

render system scalability and practicality for handling large FLmod-

els. To this end, we propose a novel approach with the following

three key features. First, we propose a probabilistic 𝐿2-norm check

method that transforms the strict 𝐿2-norm check into a Chi-square

hypothesis test. The rationale is to sample a set of public vectors

and let each client prove that the summation of the inner products

between its update and the public vectors is bounded, instead of

directly checking the 𝐿2-norm of the update. This transformation

facilitates the development of optimization techniques to reduce the

complexity. Second, we devise a hybrid commitment scheme based

on Pedersen commitment [50] and verifiable Shamir secret sharing

commitment [20, 57], tailored for the probabilistic check method.

It not only ensures Byzantine robustness but also achieves notable

performance improvement on the client computation. Third, we

design an optimized ZKP generation and verification technique by

merging the common group exponentiations across the clients for

the probabilistic check method, significantly reducing the crypto-

graphic operation cost of proof generation and verification from

𝑂𝑑 to𝑂𝑑⇑ log𝑑. Although we consider the 𝐿2-norm check, our

approach can be easily extended to various Byzantine-robust in-

tegrity checks [15, 60, 78] based on different 𝐿2-norm variants, such

as cosine similarity [3, 15], sphere defense [60], and Zeno++ [72].

In summary, we make the following contributions.

● We propose a novel and highly efficient solution RiseFL for

FL-based data collaboration, which simultaneously ensures

each client’s input privacy and input integrity.

● We introduce a probabilistic 𝐿2-norm integrity check method

coupled with two novel techniques for commitment gener-

ation and ZKP generation/verification, which significantly

reduces the overall cost for the check.

● We provide a formal security analysis of RiseFL and theoret-

ically compare its computational and communication costs

with three state-of-the-art solutions.

● We implement RiseFL and evaluate its performance with a set

of micro-benchmark experiments as well as FL tasks on three

real-world datasets. The results demonstrate that RiseFL is

effective in detecting various attacks and is up to 28x, 53x and

164x faster than ACORN [6], RoFL [41] and EIFFeL [55] for

the client computation, respectively.

The rest of the paper is organized as follows. Section 2 introduces

preliminaries, and Section 3 presents an overview of our approach.

We detail the system design in Section 4 and analyze the security

and cost in Section 5. The evaluation is given in Section 6.We review

related works in Section 7 and conclude the paper in Section 8.

2 PRELIMINARIES
We first introduce the notations used in this paper. Let G denote

a cyclic group with prime order 𝑝 , where the discrete logarithm
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problem [52] is hard. Let Z𝑝 denote the set of integers modulo the

prime 𝑝 . We use 𝑥 , x, andX to denote a scalar, a vector, and a matrix,

respectively. We use EncK𝑥 to denote an encrypted value of 𝑥

under an encryption key K, and DecK𝑦 to denote a decrypted

value of𝑦 under the same key K. Since the data used in ML are often

floating-point values, we use fixed-point integer representation to

encode floating-point values. In the following, we introduce the

cryptographic building blocks used in this paper.

PedersenCommitment.A commitment scheme is a cryptographic

primitive that allows one to commit a chosen value without re-

vealing the value to others while still allowing the ability to dis-

close it later [28]. Commitment schemes are widely used in various

zero-knowledge proofs. In this paper, we adopt Pedersen commit-

ment [50] for a party to commit its secret value 𝑥 ∈ Z𝑝 . Given
independent group elements 𝑔,ℎ, the party generates a random

number 𝑟 ∈ Z𝑝 and uses Pedersen commitment to encrypt the

secret value 𝑥 by a commitment algorithm 𝐶𝑥, 𝑟 = 𝑔𝑥ℎ𝑟 . Later,
the party can reveal its 𝑥 and 𝑟 such that a verifier can compute

𝐶
′𝑥, 𝑟 = 𝑔𝑥ℎ𝑟 and check if𝐶′𝑥, 𝑟 = 𝐶𝑥, 𝑟. If matched, the veri-

fier has proven that the party’s committed value in𝐶𝑥, 𝑟 is indeed
𝑥 . Notice that if provided the commitment 𝐶𝑥, 𝑟 and the random

number 𝑟 , the value of 𝑥 can be computed based on𝑔
𝑥 = 𝐶𝑥, 𝑟⋅ℎ−𝑟 .

Another property of Pedersen commitment is that it is additively ho-

momorphic. Given two values 𝑥1, 𝑥2 and two random numbers 𝑟1, 𝑟2,

the commitment follows 𝐶𝑥1, 𝑟1 ⋅𝐶𝑥2, 𝑟2 = 𝐶𝑥1 + 𝑥2, 𝑟1 + 𝑟2.
These properties enable us to design a novel scheme built on Ped-

ersen commitment, which securely aggregates the parties’ secret

values without revealing them.

Verifiable Shamir’s Secret Sharing Scheme. Shamir’s 𝑡-out-of-

𝑛 secret sharing (SSS) scheme [57] allows a party to distribute a

secret among a group of 𝑛 parties via shares so that the secret

can be reconstructed given any 𝑡 shares but cannot be revealed

given less than 𝑡 shares. The SSS scheme is verifiable (aka. VSSS) if

auxiliary information is provided to verify the validity of the secret

shares. We use the VSSS scheme [20, 57] to share a number 𝑟 ∈ Z𝑝 .
Specifically, the VSSS scheme consists of three algorithms, namely,

SS.Share, SS.Verify, and SS.Recover.

● 1, 𝑟1, . . . , 𝑛, 𝑟𝑛,Ψ ← SS.Share𝑟, 𝑛, 𝑡,𝑔. Given a se-

cret 𝑟 ∈ Z𝑝 , 𝑔 ∈ G, and 0 < 𝑡 ≤ 𝑛, this algorithm outputs a

set of 𝑛 shares 𝑖, 𝑟𝑖 for 𝑖 ∈ (︀𝑛⌋︀ and a check string Ψ as the

auxiliary information to verify the shares.

● 𝑟 ← SS.Recover𝑖, 𝑟𝑖 ∶ 𝑖 ∈ 𝐴. For any subset 𝐴 ⊂ (︀𝑛⌋︀
with size at least 𝑡 , this algorithm recovers the secret 𝑟 .

● True⇑False← SS.VerifyΨ, 𝑖, 𝑟𝑖 , 𝑛, 𝑡,𝑔. Given a share 𝑖, 𝑟𝑖
and the check string Ψ, it verifies the validity of this share

so that it outputs True if 𝑖, 𝑟𝑖 was indeed generated by

SS.Share𝑟, 𝑛, 𝑡,𝑔 and False otherwise.

This scheme is additively homomorphic in both the shares and the

check string. If 1, 𝑟1, . . . , 𝑛, 𝑟𝑛,Ψ𝑟  ← SS.Share𝑟, 𝑛, 𝑡,𝑔 and
1, 𝑠1, . . . , 𝑛, 𝑠𝑛,Ψ𝑠← SS.Share𝑠, 𝑛, 𝑡,𝑔, then:

● 𝑟 + 𝑠 ← SS.Recover𝑖, 𝑟𝑖 + 𝑠𝑖 ∶ 𝑖 ∈ 𝐴 for any subset

𝐴 ⊂ (︀𝑛⌋︀ with size at least 𝑡 ,

● True← SS.VerifyΨ𝑟 ⋅ Ψ𝑠 , 𝑖, 𝑟𝑖 + 𝑠𝑖 , 𝑛, 𝑡,𝑔.

Zero-Knowledge Proofs. A zero-knowledge proof (ZKP) allows a

prover to prove to a verifier that a given statement is true, such as a

value is within a range, without disclosing any additional informa-

tion to the verifier [11].We utilize two additively homomorphic ZKP

protocols based on the Pedersen commitment as building blocks.

Note that the zkSNARK protocols [8, 26, 49] are not additively

homomorphic, thus they cannot support the secure aggregation

required in federated learning.

The first is the Σ-protocol [14] for proof of square and proof

of relation. For proof of square 𝑥, 𝑟1, 𝑟2, 𝑦1,𝑦2, denote 𝑔,ℎ
as the independent group elements, and let 𝑦1 = 𝐶𝑥, 𝑟1 and
𝑦2 = 𝐶𝑥2, 𝑟2 be the Pedersen commitments, where 𝑥, 𝑟1, 𝑟2 ∈ Z𝑝
are the secrets. The function GenPrfSq𝑥, 𝑟1, 𝑟2, 𝑦1,𝑦2 gen-
erates a proof 𝜋 that the secret value in 𝑦2 is the square of the

secret value in 𝑦1. Accordingly, the function VerPrfSq𝜋,𝑦1,𝑦2
verifies the correctness of this proof. Similarly, for proof of a rela-

tion 𝑟, 𝑣, 𝑠, 𝑧, 𝑒, 𝑜, denote 𝑔,𝑞,ℎ as the independent group
elements, and let 𝑧 = 𝑔

𝑟
, 𝑒 = 𝑔

𝑣
ℎ
𝑟
, 𝑜 = 𝑔

𝑣
𝑞
𝑠
be the Pedersen

commitments, where 𝑟, 𝑣, 𝑠 ∈ Z𝑝 are the secrets. The function

GenPrfWf𝑟, 𝑣, 𝑠, 𝑧, 𝑒, 𝑜 generates a proof 𝜋 that the secrets in

𝑒 and 𝑜 are equal, and the secret in 𝑧 is equal to the blind in 𝑒 . The

function VerPrfWf𝜋, 𝑧, 𝑒, 𝑜 verifies the proof. The second ZKP

protocol used is the Bulletproofs protocol [13] for checking the

bound of a value 𝑥 with its Pedersen commitment 𝑦 = 𝐶𝑥, 𝑟. We

denote GenPrfBd𝑥,𝑦, 𝑟,𝑏 as the function that generates a proof

𝜋 that 𝑥 ∈ (︀0, 2𝑏, where 2𝑏 is the bound to be ensured. The cor-

responding function VerPrfBd𝜋,𝑦,𝑏 verifies the proof. We refer

the interested readers to [13] for more details.

3 SYSTEM OVERVIEW
3.1 System Model
There are 𝑛 clients 𝒞1,⋯, 𝒞𝑛 and a centralized server in the sys-

tem. Each client 𝒞𝑖𝑖 ∈ (︀𝑛⌋︀ holds a private dataset𝒟𝑖 to participate

in data collaboration for training a federated learning (FL) model

ℳ. Let 𝑑 be the number of parameters inℳ. In each iteration,

the FL training process consists of three phases. Firstly, the server

broadcasts the current model parameters to all the clients. Secondly,

each client 𝒞𝑖 computes a local update u𝑖 (i.e., model gradients)

given the model parameters and its dataset 𝒟𝑖 , and submits u𝑖 to
the server. Thirdly, the server aggregates the clients’ gradients to a

global update 𝒰 = ∑𝑖∈(︀𝑛⌋︀ u𝑖 and updates the model parameters of

ℳ for the next round of training until convergence.

3.2 Threat Model
We consider a malicious threat model in two aspects. First, regard-

ing input privacy, we consider a malicious server (i.e., the adversary)

that can deviate arbitrarily from the specified protocol to infer each

client’s uploaded model update. Also, the server may collude with

some of the malicious clients to compromise the honest clients’

privacy. Similar to [55], we do not consider the scenario that the

server is malicious against the input integrity because its primary

goal is to ensure the well-formedness of each client’s uploaded

update. Second, regarding input integrity, we assume that there

are at most𝑚 malicious clients in the system, where𝑚 < 𝑛⇑2. The
malicious clients can also deviate from the specified protocol arbi-

trarily, such as sending malformed updates to the server to poison

the aggregation of the global update, or intentionally marking an
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Figure 2: An overview of the proposed RiseFL system.

honest client as malicious to interfere with the server’s decision on

the list of malicious clients.

3.3 Problem Formulation
We aim to ensure both input privacy (for the clients) and input

integrity (for the server) under the threat model described in Sec-

tion 3.2. We formulate our problem as a relaxed variant of the

secure aggregation with verified inputs (SAVI) problem in [55],

namely 𝐷, 𝐹-relaxed SAVI, as defined in Definition 1. It achieves

the same level of input privacy while relaxing the input integrity

for significant efficiency improvement.

Definition 1. Given a security parameter 𝜅 , a function 𝐷 ∶ R𝑑 →
R satisfying that u is malicious if and only if 𝐷u > 1, a function
𝐹 ∶ 1,+∞ → (︀0, 1⌋︀, a set of inputs u1,⋯,u𝑛 from clients 𝒞 =
𝒞1, . . . , 𝒞𝑛 respectively, and a list of honest clients 𝒞𝐻 , a protocol
Π is a 𝐷, 𝐹-relaxed SAVI protocol for 𝒞𝐻 if:

● Input Privacy. The protocol Π realizes the ideal functionality ℱ
such that for an adversary 𝒜 that consists of the malicious server
and the malicious clients 𝒞 ∖ 𝒞𝐻 attacking the real interaction,
there exist a simulator 𝒮 attacking the ideal interaction, and

⋃︀Pr(︀RealΠ,𝒜u𝒞𝐻  = 1⌋︀ − Pr(︀Idealℱ ,𝒮𝒰𝒞𝐻  = 1⌋︀⋃︀ ≤ negl𝜅,

where 𝒰𝒞𝐻 = ∑𝒞𝑖∈𝒞𝐻 u𝑖 .
● Input Integrity. The protocol Π outputs ∑𝒞𝑖∈𝒞Valid u𝑖 with proba-

bility of at least 1 − negl𝜅, where 𝒞
Valid

is the set of clients that
pass the integrity check and 𝒞𝐻 ⊆ 𝒞Valid. For any malformed input
u𝑗 from a malicious client 𝒞𝑗 , the probability that it passes the
integrity check satisfies:

Pr(︀𝒞𝑗 ∈ 𝒞Valid⌋︀ ≤ 𝐹𝐷u𝑗.

For input privacy in Definition 1, it ensures that the server can

only learn the aggregation of honest clients’ updates. For input

integrity, Definition 1 relaxes the integrity verification by introduc-

ing a malicious pass rate function 𝐹 . 𝐹 is a function that maps the

degree of maliciousness of an input to the pass rate of the input,

and the degree of maliciousness is measured by the function 𝐷 .

For instance, with an 𝐿2-norm bound 𝐵, a natural choice of 𝐷 is

𝐷u = ⋃︀⋃︀u⋃︀⋃︀2⇑𝐵, and the pass rate of a malicious u is 𝐹𝐷u.
Intuitively, the higher the degree of maliciousness, the lower the

pass rate. So, 𝐹 is usually decreasing. Our system also satisfies

lim sup𝑥→+∞ 𝐹𝑥 ≤ negl𝜅. When 𝐹 ≡ negl𝜅, a protocol that
satisfies 𝐷, 𝐹-relaxed SAVI will also satisfy SAVI.

3.4 Solution Overview
To solve the problem in Definition 1, we propose a secure and

verifiable federated learning system RiseFL with high efficiency. It

tolerates𝑚 < 𝑛⇑2malicious clients for input integrity, which means

that the server can securely aggregate the clients’ inputs as long

as a majority of the clients are honest. Figure 2 gives an overview

of RiseFL, which is composed of a system initialization stage and

three iterative rounds: commitment generation, proof generation

and verification, and secure aggregation. In the initialization stage

(Figure 2a), all the parties agree on some hyper-parameters, such as

the number of clients 𝑛, the maximum number of malicious clients

𝑚, the security parameters, e.g., key size, and so on.

In each iteration of the FL training process, each client 𝒞𝑖𝑖 ∈ (︀𝑛⌋︀
commits its model update u𝑖 using the hybrid commitment scheme

based on Pedersen commitment and verifiable Shamir’s secret shar-

ing (VSSS) in Section 4.3, and then sends the commitment to the

server and the secret shares to the corresponding clients (see Fig-

ure 2b). In the proof generation and verification round (Figure 2c),

there are two steps. In the first step, each client verifies the au-

thenticity of other clients’ secret shares. For the secret shares that

are verified to be invalid, the client marks the respective clients

as malicious. With the marks from all clients, the server can then

identify a subset of malicious clients. In the second step, the server

uses a probabilistic integrity check method presented in Section 4.4

to check each client’s update u𝑖 . Next, the server filters out the

malicious client list 𝒞∗ and broadcasts it to all the clients. In the

secure aggregation round (Figure 2d), each client aggregates the

secret shares from clients 𝒞𝑗 𝑗 ∉ 𝒞∗ and sends the result to the

server. The server reconstructs the sum of secret shares and se-

curely aggregates the updates u𝑗 𝑗 ∉ 𝒞∗ based on the Pedersen

commitments.

4 RISEFL DESIGN
In this section, we introduce our system design. We first present

the rationale of the protocol in Section 4.1. Then, we introduce the

initialization stage in Section 4.2 and the three steps in each iteration

of the training stage in Sections 4.3-4.5, respectively. Finally, we

discuss the extension of our system in Section 4.6.

4.1 Rationale
The most relevant work to our problem is EIFFeL [55], which also

ensures input privacy and integrity in FL training. In EIFFeL, each
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Algorithm 1: Probabilistic 𝐿2-norm bound check

Input: u ∈ R𝑑 , 𝐵, 𝑘 , 𝜖
Output: “Pass” or “Fail”

1 Sample a1, . . . , a𝑘 ∈ R𝑑 i.i.d. from𝒩 0, I𝑑
2 Compute 𝛾𝑘,𝜖 which satisfies that Pr

𝑡∼𝜒2

𝑘
(︀𝑡 < 𝛾𝑘,𝜖 ⌋︀ = 1 − 𝜖

3 if ∑𝑘
𝑖=𝑡 ∐︀a𝑖 ,ũ︀2 ≤ 𝐵2𝛾𝑘,𝜖 then

4 return “Pass”
5 else
6 return “Fail”
7 end

client first shares every coordinate of its model update with other

clients via verifiable Shamir’s 𝑡-out-of-𝑛 secret sharing (VSSS) [57]

as commitments. Then, each client generates a secret-shared non-

interactive proof (SNIP) [16] and sends it to the other clients via

VSSS. Next, the clients, together with the server, act as the verifiers

to check the correctness of clients’ secret-shared proofs. Finally, the

server and the honest clients who pass the verification can securely

aggregate the valid model updates with VSSS. However, its effi-

ciency is low, and thus is impractical to be deployed in real-world

systems. For example, under the experiment settings in Section 6.2,

given 100 clients and 1K model parameters, EIFFeL takes around

16.2 seconds for proof generation and verification on each client.

More severely, the cost is increased to 161 seconds when the number

of model parameters 𝑑 is 10K. The underlying reason is two-fold.

First, it requires the client to generate the check strings w.r.t. 𝑑

coordinates for the commitments, which involves 𝑂𝑚𝑑 crypto-
graphic group exponentiations (g.e.) to tolerate𝑚 malicious clients.

Second, the complexity of its proof generation and verification is

almost linearly dependent on the number of coordinates 𝑑 in the

model update, making EIFFeL inefficient and less scalable.

The rationale behind our idea is to reduce the complexity of

expensive group exponentiations. To do so, we first design a prob-

abilistic 𝐿2-norm bound check method, as shown in Algorithm 1.

Instead of generating and verifying proofs for the 𝐿2-norm of an

update ⋃︀⋃︀u⋃︀⋃︀
2
, where u ∈ R𝑑 , we randomly sample 𝑘 points a1, . . . , a𝑘

from the normal distribution𝒩 0, I𝑑. Then, the random variable

1

⋃︀⋃︀u⋃︀⋃︀2
2

∑𝑘

𝑡=1∐︀a𝑡 ,ũ︀
2

, (1)

follows a Chi-square distribution 𝜒
2

𝑘 with 𝑘 degrees of freedom.

In Algorithm 1, if ⋃︀⋃︀u⋃︀⋃︀2 ≤ 𝐵, then the probability that u passes the

check is at least 1 − 𝜖 , where 𝜖 is chosen to be cryptographically

small, e.g., 2
−128

. In this way, the probability that the client fails

the check is of the same order as the probability that the client’s

encryption is broken. Figure 3 shows an example of this method.

Assume that ⋃︀⋃︀u⋃︀⋃︀2 = 1. We sample two random normal samples

a1, a2; then, the inner products ∐︀a1,ũ︀, ∐︀a2,ũ︀ are the projections
of a1, a2 onto u. Figure 3b gives the probability density function of

𝜒
2

𝑘 . With the specific bound 𝛾𝑘,𝜖 as computed in Algorithm 1, there

is an overwhelming probability such that∑𝑘
𝑡=1∐︀a𝑡 ,ũ︀2 ≤ 𝛾𝑘,𝜖 .

We note that the probabilistic check method does not directly

reduce complexity, as the ZKP proof w.r.t.∑𝑘
𝑡=1∐︀a𝑡 ,ũ︀2 is still de-

pendent on 𝑑 . Nevertheless, this method allows us to design op-

timization techniques to reduce the complexity. Specifically, we

introduce a hybrid commitment scheme, which commits u by Ped-

ersen commitment with 𝑂𝑑 g.e. and commits the random secret

used in the Pedersen commitment by VSSS with𝑂𝑚 g.e., thereby
reducing commitment generation complexity by a factor of 𝑂𝑚
compared to EIFFeL. Moreover, we propose an optimized ZKP gen-

eration and verification technique by carefully merging common

group elements across clients required for each sample vector in the

probabilistic test, achieving a cost reduction by a factor of𝑂log𝑑
compared to EIFFeL. We shall detail these techniques in the follow-

ing subsections and theoretically analyze the cost in Section 5.2.

4.2 System Initialization
In this stage, all parties (the server and the clients) are given the

system parameters, including the number of clients 𝑛, the max-

imum number of malicious clients 𝑚, the bound on the number

of bits 𝑏
ip

of each inner product, the maximum number of bits

𝑏max > 𝑏ip of the sum of squares of inner product, the bound of

the sum of inner products 𝐵0 < 2
𝑏max

, the number of samples 𝑘

for the probabilistic check, a set of independent group elements

𝑔,𝑞 ∈ G,w = 𝑤1,⋯,𝑤𝑑 ∈ G𝑑 , the factor𝑀 > 0 used in discretizing
the normal distribution samples, and a cryptographic hash func-

tion 𝐻⋅. Note that 𝑏
ip
and 𝑏max sets the bounds of ∐︀a𝑖 ,ũ︀ and

∑𝑘
𝑖=1∐︀a𝑖 ,ũ︀2 in Eqn 1, respectively.

Since there is no direct channel between any two clients in the

FL setting considered in this paper, we let the server forward some

of the messages. To prevent the server from accessing the secret

information, each client 𝒞𝑖𝑖 ∈ (︀𝑛⌋︀ generates a public/private key
pair 𝑝𝑘𝑖 , 𝑠𝑘𝑖 and sends the public key 𝑝𝑘𝑖 to a public bulletin.

Subsequently, each client fetches the other clients’ public keys such

that each pair of clients can establish a secure channel via the

Diffie-Hellman protocol [45] for exchanging messages securely.

4.3 Commitment Generation
Recall that in each iteration of the FL training process, each client

𝒞𝑖𝑖 ∈ (︀𝑛⌋︀ obtains a model update u𝑖 via local training on its

dataset 𝒟𝑖 . In order to prove to the server that the 𝐿2-norm of u𝑖 is
within a bound 𝐵0, the client 𝒞𝑖 needs to commit its update u𝑖 before
generating the proofs. In RiseFL, the server is expected to not only

identify malicious clients, but also aggregate well-formed model

updates so that the training process is not affected by malicious

clients. Therefore, we propose a novel hybrid commitment scheme
based on Pedersen commitment and VSSS, where VSSS is used to

protect the random secret in the Pedersen commitment.

Hybrid commitment scheme. Note that the clients and server

agree on independent group elements 𝑔,𝑤1, . . . ,𝑤𝑑 ∈ G, where
𝑤 𝑗 𝑗 ∈ (︀𝑑⌋︀ is used for committing the 𝑗-th coordinate in u𝑖 . Then,
𝒞𝑖 generates a random secret 𝑟𝑖 ∈ Z𝑝 and encrypts u𝑖 with Pedersen
commitment as follows:

y𝑖 = 𝐶u𝑖 , 𝑟𝑖 = 𝐶𝑢𝑖1, 𝑟𝑖, . . . ,𝐶𝑢𝑖𝑑 , 𝑟𝑖
= 𝑔𝑢𝑖1𝑤𝑟𝑖

1
, . . . , 𝑔

𝑢𝑖𝑑𝑤
𝑟𝑖
𝑑
, (2)

where 𝑢𝑖 𝑗 is the 𝑗-th coordinate in u𝑖 . Each client 𝒞𝑖 sends y𝑖 =
𝐶u𝑖 , 𝑟𝑖 and 𝑧𝑖 = 𝑔𝑟𝑖 to the server as commitments. As 𝑟𝑖 is held by

each client 𝒞𝑖 , the server knows nothing regarding each update u𝑖 .

2325



2326



Algorithm 2: VerCrtw,h,A
Input: w = 𝑤1, . . . , 𝑤𝑑 ∈ G𝑑 , h = ℎ0, . . . , ℎ𝑘 ∈ Z𝑘+1𝑝 ,

A ∈M
𝑘+1×𝑑Z𝑝.

1 Randomly Sample b = 𝑏0, . . . , 𝑏𝑘 ∈ Z𝑘+1𝑝 .

2 Compute c = 𝑐1, . . . , 𝑐𝑑 = b ⋅A ∈ Z𝑑𝑝 .
3 return ℎ

𝑏
0

0
. . . ℎ

𝑏𝑘
𝑘
== 𝑤𝑐

1

1
. . . 𝑤

𝑐𝑑
𝑑

.

cannot blindly compute the value in Eqn 3 by 𝑒𝑡 = 𝑔∐︀a𝑡 ,u𝑖̃︀ℎ𝑟𝑖𝑡 as ℎ𝑡

is received from the server, which could be malicious. Therefore, we

let the client use batch verification
2
to check whether the merged

elements ℎ𝑡 for 𝑡 ∈ (︀𝑘⌋︀ are computed correctly. The cost of batch

verification is 𝑂𝑑⇑ log𝑑 group exponentiations and 𝑂𝑘𝑑 finite
field operations. Note that the group exponentiations are the major

cost as they are much more complex than finite field operations.

The reduction of the number of group exponentiations from 𝑂𝑑
to𝑂𝑑⇑ log𝑑 significantly reduces client cost, while the additional
cost of 𝑂𝑘𝑑 finite field operations is not large.

To make sure that 𝑒𝑡 is indeed the commitment of the inner

product of a𝑡 and the secret in y𝑖 , the server uses batch verifica-

tion to check that the values 𝑒𝑡 , 𝑡 ∈ (︀𝑘⌋︀, submitted by client 𝒞𝑖
satisfy Eqn 3: 𝑒𝑡

?= 𝑦𝑎𝑡1𝑖1 . . . 𝑦
𝑎𝑡𝑑
𝑖𝑑

. The only issue at this step is that

even if all of the equations 𝑒𝑡 = 𝑦𝑎𝑡1𝑖1 . . . 𝑦
𝑎𝑡𝑑
𝑖𝑑

are satisfied, the server

is still not sure that client 𝒞𝑖 possesses a value u𝑖 that is used to

produce y𝑖 . To address this issue, the server additionally samples

a0 ∈ Z𝑑𝑝 from the uniform distribution on Z𝑝 with cryptographi-

cally secure pseudo-random number generator (PRNG), computes

the corresponding ℎ0 = ∏𝑙 𝑤
𝑎𝑖𝑙
𝑙

and broadcasts it together with

ℎ1, . . . , ℎ𝑘 . The client needs to additionally verify the correctness of

ℎ0 together with ℎ1, . . . , ℎ𝑘 by batch verification. The server then

uses batch verification in Algorithm 2 to check the correctness of

𝑒𝑡
?= 𝑦𝑎𝑡1𝑖1 . . . 𝑦

𝑎𝑡𝑑
𝑖𝑑

for 𝑡 ∈ 0,⋯, 𝑘. With the additional commitment

𝑒0, the server can acquire an additional Σ-protocol proof that client
𝒞𝑖 possesses a value 𝛾 that satisfies 𝑒0 = 𝑔𝛾ℎ𝑟𝑖

0
. Once this additional

proof is satisfied, the server is sure that client 𝒞𝑖 possesses u𝑖 that
satisfies 𝑦𝑖𝑙 = 𝑔𝑢𝑖𝑙𝑤𝑟𝑖

𝑙
, and that 𝛾 = ∐︀a0,u𝑖̃︀. Therefore, the secrets

in 𝑒𝑡 are indeed the inner product between a𝑡 and u𝑖 , 𝑡 ∈ 0,⋯, 𝑘.
Finally, the commitment 𝑒𝑡 uses group element ℎ𝑡 , which is

different for different 𝑡 . In order to verify the bound of the sum

of the squares of the secrets in 𝑒𝑡 , we need to fix another inde-

pendent group element 𝑞 and convert 𝑒𝑡 to another commitment

𝑜𝑡 = 𝑔∐︀a𝑡 ,u𝑖̃︀𝑞𝑠𝑡 , where 𝑠𝑡 is another blind chosen by client 𝒞𝑖 . 𝑜𝑡 ,
𝑡 ∈ (︀𝑘⌋︀ are all based on 𝑞. We then proceed to check the bound of

the squares of the secrets in 𝑜𝑡 .

Probabilistic input integrity verification. Now we detail the

probabilistic input integrity verification in Algorithm 1. Assume the

server and clients generate𝑘+1 random samplesA = a0, a1,⋯, a𝑘 ∈
Z𝑑𝑝 using the aforementioned techniques. After that, the server

computes ℎ𝑡 = ∏𝑙 𝑤
𝑎𝑡𝑙
𝑙

for 𝑡 ∈ 0,⋯, 𝑘. Let h = ℎ0, ℎ1,⋯, ℎ𝑘.
The server sends h to the client. Upon receiving the information,

the client first verifies the correctness of h using VerCrtw,h,A
in Algorithm 2. If it is correct, the client computes the following

items for generating the proof that Eqn 1 is less than the bound 𝐵0.

2

To check whether 𝑥1 = ⋅ ⋅ ⋅ = 𝑥𝑛 = 1, it is sufficient to randomly sample 𝛼1, . . . , 𝛼𝑛

from the uniform distribution on Z𝑝 and check whether 𝑥
𝛼
1

1
. . . 𝑥

𝛼𝑛
𝑛 = 1.

● The client computes the inner products between u𝑖 and each

row of A, obtaining v∗ = 𝑣0, 𝑣1,⋯, 𝑣𝑘, where 𝑣𝑡 = ∐︀a𝑡 ,u𝑖̃︀ for
𝑡 ∈ 0,⋯, 𝑘. The client commits 𝑒𝑡 = 𝑔𝑣𝑡ℎ𝑟𝑖𝑡 using its secret 𝑟𝑖 for

𝑡 ∈ 0,⋯, 𝑘. Let e∗ = 𝑒0, 𝑒1,⋯, 𝑒𝑘 and e = 𝑒1,⋯, 𝑒𝑘. The com-

mitment 𝑒0 is used for integrity check of y𝑖 . The commitments e
are used for bound check of v = 𝑣1,⋯, 𝑣𝑘.

● The client commits 𝑣𝑡 using 𝑜𝑡 = 𝑔𝑣𝑡𝑞𝑠𝑡 for 𝑡 ∈ (︀𝑘⌋︀, where 𝑠𝑡 is a
random number. Let o = 𝑜1,⋯, 𝑜𝑘 be the resulted commitment.

Note that 𝑒𝑡 and 𝑜𝑡 commit to the same secret 𝑣𝑡 using different

group elements ℎ𝑡 and 𝑞.

● The client generates a proof 𝜌 to prove that 𝑧, e∗,o is well-
formed, which means that the secret in 𝑧 is used as the blind

in 𝑒𝑡 , 𝑡 ∈ 0,⋯, 𝑘, and that the secrets in 𝑒𝑡 and 𝑜𝑡 are equal,

𝑡 ∈ (︀𝑘⌋︀. Note that 𝑧 = 𝑔𝑟𝑖 = Ψ𝑟𝑖 0 is the 0-th coordinate of the

check string of Shamir’s share of 𝑟𝑖 .

● The client generates a proof 𝜎 that the secret in 𝑜𝑡 is in the

interval (︀−2𝑏ip , 2𝑏ip for 𝑡 ∈ (︀𝑘⌋︀. This ensures the inner product
of a𝑡 and u𝑖 does not cause overflow when squared.

● The client commits 𝑜
′
𝑡 = 𝑔𝑣

2

𝑡 𝑞
𝑠
′

𝑡 for 𝑡 ∈ (︀𝑘⌋︀, where 𝑠′𝑡 is a random
number. Let o′ = 𝑜′

1
,⋯, 𝑜′𝑘 be the resulted commitment. This

commitment will be used in the proof generation and verification

for proof of square.

● The client generates a proof 𝜏 to prove that the secret in 𝑜
′
𝑡 is

the square of the secret in 𝑜𝑡 for 𝑡 ∈ (︀𝑘⌋︀, using the building block
described in Section 2.

● The client generates a proof 𝜇 that 𝐵0 −∑𝑡 𝑣
2

𝑡 is in the interval

(︀0, 2𝑏max. This proof is to guarantee that Eqn 1 is less than the

bound of the probabilistic check.

Finally, the client sends the proof 𝜋 = e∗,o,o′, 𝜌, 𝜏, 𝜎, 𝜇 to the

server for verification.

After receiving the proof, the server verifies it accordingly, in-

cluding checking the correctness of e∗ using Algorithm 2, checking

the well-formedness proof 𝜌 , checking the square proofs of o′,o,
and checking the two bound proofs. If all the checks are passed, the

server guarantees that the client’s update passes the probabilistic

check in Algorithm 1. Consequently, the server can verify the proof

of each client 𝒞𝑖 and put it to the malicious client list 𝒞∗ if the

verification fails. The list 𝒞∗ is broadcast to all the clients.

4.5 Secure Aggregation
Let 𝒞𝐻 = 𝒞∖𝒞∗ be the set of honest clients. In this round, each client
𝒞𝑖 ∈ 𝒞𝐻 selects the corresponding secret shares from the honest

clients 𝒞𝑗 ∈ 𝒞𝐻 , aggregates the shares 𝑟 ′𝑖 = ∑𝒞𝑗 ∈𝒞𝐻 𝑟 𝑗𝑖 , and sends

𝑟
′
𝑖 to the server. The server uses SS.Verify∏𝑗∈𝒞𝐻 Ψ𝑟 𝑗 , 𝑖, 𝑟

′
𝑖 , 𝑛,𝑚 +

1, 𝑔 to verify the integrity of each 𝑟
′
𝑖 , obtains the list of clients

𝒞
Valid

⊇ 𝒞𝐻 that pass the integrity check, and computes 𝑟
′ ←

SS.Recover𝑖, 𝑟 ′𝑖  ∶ 𝑖 ∈ 𝒞Valid. According to the homomorphic

property of VSSS, 𝑟
′ = 𝑟 = ∑𝒞𝑖∈𝒞𝐻 𝑟𝑖 is the summation of the

honest clients’ secrets. The summation will be used for calculating

the aggregation of honest clients’ model updates 𝒰 = ∑𝒞𝑖∈𝒞𝐻 u𝑖 .
Specifically, the server can multiply the commitments from hon-

est clients 𝒞𝑗 ∈ 𝒞𝐻 and obtain:

𝐶𝒰 , 𝑟 = ∏𝒞𝑖∈𝒞𝐻 𝐶𝑢𝑖1, 𝑟𝑖, . . . ,∏𝒞𝑖∈𝒞𝐻 𝐶𝑢𝑖𝑑 , 𝑟𝑖. (5)
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Table 1: Cost comparison (g.e. = group exponentiation, f.a. = field arithmetic, 𝑏 = bit length)

EIFFeL

RoFL ACORN

RiseFL

g.e. f.a. g.e. f.a.

Client

Comp.

commit. 𝑂𝑚𝑑 𝑂𝑛𝑚𝑑 𝑂𝑑 𝑂𝑑 𝑂𝑑 small

proof gen. 0 𝑂𝑏𝑛𝑚𝑑 𝑂𝑑𝑏 𝑂𝑑 𝑂𝑑⇑ log𝑑 𝑂𝑘𝑑
proof ver. 𝑂𝑛𝑚𝑑⇑ log𝑚𝑑 𝑂𝑏𝑛𝑚𝑑 0 0 0 0

total 𝑂𝑛𝑚𝑑⇑ log𝑚𝑑 𝑂𝑏𝑛𝑚𝑑 𝑂𝑑𝑏 𝑂𝑑 𝑂𝑑 𝑂𝑘𝑑

Server

Comp.

prep. 0 0 0 0 𝑂𝑘𝑑 log𝑀⇑ log𝑑 log𝑝 small

proof ver. 0 small 𝑂𝑛𝑑𝑏⇑ log𝑑𝑏 𝑂𝑛𝑑⇑ log𝑑 𝑂𝑛𝑑⇑ log𝑑 small

agg. 0 𝑂𝑛𝑚𝑑 𝑂𝑛𝑑⇑ log𝑝 𝑂𝑛𝑑⇑ log𝑝 𝑂𝑛𝑑⇑ log𝑝 small

total 0 𝑂𝑛𝑚𝑑 𝑂𝑛𝑑𝑏⇑ log𝑑𝑏 𝑂𝑛𝑑⇑ log𝑑 𝑂𝑑𝑛 + 𝑘 log𝑀⇑ log𝑝⇑ log𝑑 small

Comm. Per Client ≈ 2𝑑𝑛𝑏 ≈ 12𝑑 ≈ 𝑏 + log𝑛⇑ log𝑝 ≈ 𝑑

Without loss of generality, we consider the 𝑙-th (𝑙 ∈ (︀𝑑⌋︀) dimension

and derive the calculation as follows.

∏𝒞𝑖∈𝒞𝐻 𝐶𝑢𝑖𝑙 , 𝑟𝑖 = 𝑔∑𝒞𝑖 ∈𝒞𝐻
𝑢𝑖𝑙𝑤

∑𝒞𝑖 ∈𝒞𝐻 𝑟𝑖

𝑙
(6)

= 𝑔𝑢𝑙𝑤𝑟
𝑙 , (7)

where 𝑢𝑙 is the aggregation of the 𝑙-th elements in honest clients’

updates,𝑤𝑙 is the common group element used for the commitment

in Eqn 2, and 𝑟 is the summation of honest clients’ secrets. Note

that the derivation of Eqn 6 is due to clients using the same group

elements 𝑔 and𝑤𝑙 . Since the server has already calculated 𝑟 = 𝑟 ′, it
can thus compute 𝑔

𝑢𝑙
for 𝑙 ∈ (︀𝑑⌋︀ and solve 𝑢𝑙 according to Eqn 7.

4.6 Extensions and Discussions
Although we focus on the 𝐿2-norm bound check in this paper,

our approach can be extended to support a wide range of de-

fense methods. For instance, it can support sphere defense [60],

cosine similarity defense [3, 15], and Zeno++ defense [72], which

are designed based on variants of 𝐿2-norm bound check. More-

over, it can be extended to 𝐿∞-norm bound check, i.e., ⋃︀⋃︀u⋃︀⋃︀∞ =
max ⋃︀𝑢1⋃︀, ⋃︀𝑢2⋃︀,⋯, ⋃︀𝑢𝑑 ⋃︀, which is to ensure that the maximum abso-

lute value of the vector’s coordinate is less than a threshold. We

shall discuss the extensions as follows.

For sphere defense, the server broadcasts a public vector v and

a bound 𝐵, and then checks whether the model update u satisfies

⋃︀⋃︀u − v⋃︀⋃︀2 ≤ 𝐵. We can change our protocol in which the 𝑖-th client

commits tou𝑖−v instead ofu𝑖 . The server then recovers∑𝑖∈𝒞𝐻 u𝑖−
v and computes ∑𝑖∈𝒞𝐻 u𝑖 = ∑𝑖∈𝒞𝐻 u𝑖 − v + v ⋅ ⋃︀𝒞𝐻 ⋃︀, where 𝒞𝐻
is the set of honest clients. For cosine similarity defense, the server

broadcasts v, 𝐵 and a public hyperparameter 𝛼 , and then checks if

the model update u satisfies both ⋃︀⋃︀u⋃︀⋃︀2 ≤ 𝐵 and ∐︀u, ṽ︀ ≥ 𝛼 ⋃︀⋃︀u⋃︀⋃︀2⋃︀⋃︀v⋃︀⋃︀2.
We can add a predicate to the protocol that checks ⋃︀⋃︀u⋃︀⋃︀2 ≤ ∐︀u,ṽ︀𝛼 ⋃︀⋃︀v⋃︀⋃︀2
based on Algorithm 1. For the Zeno++ defense 𝛾∐︀v,ũ︀−𝜌 ⋃︀⋃︀u⋃︀⋃︀2

2
≥ 𝛾𝜖 ,

where 𝜌,𝛾, 𝜖 are public hyperparameters, it can be converted into

sphere defense by ⋃︀⋃︀u − 𝛾
2𝜌

v⋃︀⋃︀2 ≤
{︂

𝛾
𝜌
𝜖 + 𝛾2

4𝜌2
⋃︀⋃︀v⋃︀⋃︀2

2
for the check.

For 𝐿∞-norm bound check [41], we can adapt our approach to

using the idea of approximate proofs of 𝐿∞ bound [27]. To verify

that ⋃︀⋃︀u⋃︀⋃︀∞ ≤ 𝐵, the client first commits u with the hybrid commit-

ment scheme introduced in Section 4.3 and commits an additional

random vector z. The server then randomly samples a1, . . . , a𝑘

from the discrete distribution 𝑃−1 = 𝑃1 = 1⇑4, 𝑃0 = 1⇑2 and
broadcasts these vectors to the client. Next, the client proves to the

verifier that ⋃︀∐︀a𝑖 ,ũ︀ + 𝑧𝑖 ⋃︀ ≤ 𝐵⇑𝛾 for every 𝑖 ∈ (︀1, 𝑘⌋︀. The parameter

𝛾 can be computed from 𝑘,𝑑 and the security parameter using the

technique introduced in [27]. If passed, the verifier can guarantee

that ⋃︀⋃︀u⋃︀⋃︀∞ is bounded with overwhelming probability. Note that

we can still use the proposed technique in Section 4.4 to generate

and verify the proofs of ∐︀a𝑖 ,ũ︀ with high efficiency.

Norm-bound checks, despite their wide application in defense

mechanisms, are not a silver bullet. For example, backdoor attacks

on tail targets are still effective even with norm constraints, as

shown in [62]. Yet, they are still useful components in newer de-

fenses such as [70], which combine norm-bound checks with param-

eter smoothing to mitigate the above attack [62]. Besides, although

our approach suits various norm-bound defenses, it faces challenges

when requiring strict checks on each individual gradient due to the

difficulty of dimensionality reduction for ZKP computations.

5 ANALYSIS
5.1 Security Analysis
We present the formal security guarantee of RiseFL in Theorem 2.

Theorem 2. By choosing 𝜖 = negl𝜅 and 𝐵0 = 𝐵2𝑀2⌋︂𝛾𝑘,𝜖 +⌋︂
𝑘𝑑

2𝑀
2, for any list of honest clients 𝒞𝐻 of size at least 𝑛 −𝑚, RiseFL

satisfies 𝐷, 𝐹𝑘,𝜖,𝑑,𝑀-SAVI, where 𝐷u = ⋃︀⋃︀u⋃︀⋃︀2⇑𝐵 and

𝐹𝑘,𝜖,𝑑,𝑀𝑐 = Pr𝑥∼𝜒2

𝑘

⎨⎝⎝⎝⎝⎪
𝑥 < 1

𝑐2
⌋︂𝛾𝑘,𝜖 +

3

⌋︂
𝑘𝑑

2𝑀

2⎬⎠⎠⎠⎠⎮
+ negl𝜅. (8)

Proof. We only give a proof sketch due to the space limita-

tion. The proof consists of three parts. First, we show that the

server computes an aggregate 𝒰𝒞𝐻 = ∑𝑖∈𝒞
Valid

u𝑖 for some 𝒞
Valid

⊇
𝒞𝐻 with probability at least 1 − negl𝜅. Note that the aggrega-

tion step in Section 4.5 ensures the server computes an aggregate

𝒰𝒞𝐻 = ∑𝒞𝑖∈𝒞Valid u𝑖 for a list 𝒞Valid that is marked as honest clients.

𝒞
Valid

must contain 𝒞𝐻 because given any non-zero u, if b1, . . . ,b𝑘
are sampled i.i.d. from the normal distribution𝒩 0,𝑀 ⋅ I𝑑, then
∐︀b𝑡 ,ũ︀
⋃︀⋃︀u⋃︀⋃︀2𝑀 follows the normal distribution𝒩 0, 1 for 𝑡 ∈ (︀𝑘⌋︀ and thus

1

⋃︀⋃︀u⋃︀⋃︀2
2
𝑀2
∑𝑘
𝑡=1∐︀b𝑡 ,ũ︀2 follows the Chi-squared distribution 𝜒

2

𝑘 .
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Table 2: Breakdown cost comparison w.r.t. the number of model parameters 𝑑 , where 𝑘 = 1000

#Param. Approach

Client Computation (seconds) Server Computation (seconds) Comm. Cost

per Client (MB)commit. proof gen. proof ver. total prep. proof ver. agg. total

𝑑 = 1K

EIFFeL 0.865 3.63 11.7 16.2 - - 0.182 0.182 125

RoFL 0.051 4.43 - 4.5 - 91.2 0.040 91.3 0.37

ACORN 0.076 2.49 - 2.6 - 58.9 0.040 58.9 0.004
RiseFL (ours) 0.054 1.48 0.08 1.6 1.17 75.6 0.071 76.8 0.44

𝑑 = 10K

EIFFeL 8.38 36.8 115 161 - - 1.81 1.81 1250

RoFL 0.51 46.4 - 46.9 - 860 0.41 860 3.66

ACORN 0.75 24.5 - 25.3 - 522 0.41 523 0.03
RiseFL (ours) 0.49 1.8 0.08 2.3 8.61 82.5 0.71 91.8 0.71

𝑑 = 100K

EIFFeL 84.7 382 1070 1536 - - 18.8 18.8 12500

RoFL 5.1 496 - 502 - 8559 4.1 8563 36.6

ACORN 7.6 253 - 261 - 5087 4.1 5091 0.3
RiseFL (ours) 4.8 4.5 0.08 9.3 73.3 139 7.2 219 3.5

𝑑 = 1M

EIFFeL OOM OOM OOM OOM OOM OOM OOM OOM OOM

RoFL OOM OOM OOM OOM OOM OOM OOM OOM OOM

ACORN OOM OOM OOM OOM OOM OOM OOM OOM OOM

RiseFL (ours) 48.0 31.2 0.08 79.3 653 612 72.1 1338 30.9

Second, we prove the security of honest clients such that with

probability at least 1 − negl𝜅, nothing else except ∑𝒞𝑖∈𝒞𝐻 u𝑖
is known for any 𝒞𝑖 ∈ 𝒞𝐻 . Cryptographically, the values of Ψ𝑟𝑖 ,
𝐶u𝑖 , 𝑟𝑖, and 𝜋𝑖 do not reveal any information about u𝑖 or 𝑟𝑖 . VSSS
ensures that nothing is revealed from the ≤ 𝑚 shares 𝑟𝑖 𝑗𝑗∉𝒞𝐻
of the secret 𝑟𝑖 . For secure aggregation, VSSS ensures that only

∑𝒞𝑖∈𝒞𝐻 𝑟𝑖 is revealed. From ∑𝒞𝑖∈𝒞𝐻 𝑟𝑖 , the only value that can be

computed is∑𝒞𝑖∈𝒞𝐻 u𝑖 . Therefore, the claim holds.

Third, we prove that if 𝒞𝑖 is malicious with ⋃︀⋃︀u⋃︀⋃︀2⇑𝐵 = 𝑐 , the proba-
bility that 𝑖 ∈ 𝒞

Valid
is bounded by 𝐹𝑘,𝜖,𝑑,𝑀𝑐. Assume that 𝒞𝑖 is ma-

licious and𝐷u𝑖 = ⋃︀⋃︀u𝑖 ⋃︀⋃︀2⇑𝐵 = 𝑐 > 1. Since 1

⋃︀⋃︀u⋃︀⋃︀2
2
𝑀2
∑𝑘
𝑡=1∐︀b𝑡 ,ũ︀2 fol-

lows 𝜒
2

𝑘 , the probability that∑
𝑘
𝑡=1∐︀b𝑡 ,ũ︀2 ≤ 𝐵2𝑀2

𝛾𝑘,𝜖 is Pr𝑥∼𝜒2

𝑘
(︀𝑥 <

𝛾𝑘,𝜖
𝑐2
⌋︀, which can be extended to Eqn 8 after b𝑡 is discretized. □

5.2 Cost Analysis
Now we analyze the cost of RiseFL under the assumption of 𝑑 >> 𝑘 ,
as summarized in Table 1. Here we count the number of cryp-

tographic group exponentiations (g.e.) and finite field arithmetic

(f.a.) separately for EIFFeL and RiseFL. The communication cost

per client is measured in the number of group elements.

EIFFeL.The commitment includes the Shamir secret shares (𝑂𝑛𝑚𝑑
f.a.) and the check string for each coordinate (𝑂𝑚𝑑 g.e.). The veri-
fication of the check strings of one client takes amulti-exponentiation

of length 𝑚 + 1𝑑 , or 𝑂𝑚𝑑⇑ log𝑚𝑑 g.e. using a Pippenger-like

algorithm [51]. The server cost is small compared to client cost.

RoFL. The dominating cost of proof generation is a proof of bound

of each coordinate (𝑂𝑏𝑑 g.e.). The proof verification is executed

by the server, where the verification of the bound proof per client

takes 1 multi-exponentiation of length about 2𝑏𝑑 .

ACORN. The ZKP part uses a variant of Bulletproofs by Leveraging
Lagrange’s four-square theorem. Compared to RoFL, its computa-

tional cost does not depend on 𝑏. It uses PRG-SecAgg [7], whose

communication cost is only 1 + log𝑛⇑𝑏 times of plaintext.

RiseFL (Ours).On the client side, the main cost of proof generation

is to verify the correctness of h received from the server, using

VerCrt. It costs 𝑂𝑑⇑ log𝑑 g.e. and 𝑂𝑘𝑑 f.a. On the server side,

the main cost can be divided into two parts: (1) computing multi-

exponentiations h at the preparation stage (each ℎ𝑡 , 𝑡 ∈ (︀1, 𝑘⌋︀ costs
𝑂𝑑 log𝑀⇑ log𝑑 log𝑝 g.e. because discrete normal samples have

bit length 𝑂log𝑀); (2) verifying the correctness of e for each

client using VerCrt at the proof verification stage (𝑂𝑑⇑ log𝑑 g.e.).

6 EXPERIMENTS
We implement the proposed RiseFL system in C/C++. The crypto-

graphic primitives are based on libsodium [37] which implements

the Ristretto group [29] on Curve25519 that supports 126-bit secu-

rity. The implementation consists of 9K lines of code in C/C++.

6.1 Methodology
Experimental Setup.We conduct the micro-benchmark experi-

ments on a single server equipped with Intel(R) Core(TM) i7-8550U

CPU and 16GB of RAM. The experiments of the federated learning

tasks are simulated on a server with Intel(R) Xeon(R) W-2133 CPU,

64GB of RAM, and GeForce RTX 2080 Ti. Unless otherwise speci-

fied, we set the number of clients to 100 and the maximum number

of malicious clients to 10 in the experiments. The default security

parameter is 126 bits. We set 𝜖 = 2−128 to ensure that the level of

security of RiseFL matches the baselines. Besides, we set𝑀 = 224
to make sure that the rounding error of discrete normal samples is

small.

Datasets. We use three real-world datasets, namely, OrganAM-

NIST [75, 76], OrganSMNIST [75, 76] and Forest Cover Type [10],

to run the FL tasks and measure the classification accuracy. The Or-

ganAMNIST and OrganSMNIST datasets are medical image datasets

based on abdominal clinical computed tomography. These datasets

comprise 58850 and 25221 images of 784 numerical features (28 ×
28) in 11 classes, respectively. The Forest Cover Type dataset is a
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