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ABSTRACT
Answering range queries in the context of Local Differential Privacy

(LDP) is a widely studied problem in Online Analytical Processing

(OLAP). Existing LDP solutions all assume a uniform data distri-

bution within each domain partition, which may not align with

real-world scenarios where data distribution is varied, resulting

in inaccurate estimates. To address this problem, we introduce

PriPL-Tree, a novel data structure that combines hierarchical tree

structures with piecewise linear (PL) functions to answer range

queries for arbitrary distributions. PriPL-Tree precisely models the

underlying data distribution with a few line segments, leading to

more accurate results for range queries. Furthermore, we extend it

to multi-dimensional cases with novel data-aware adaptive grids.

These grids leverage the insights from marginal distributions ob-

tained through PriPL-Trees to partition the grids adaptively, adapt-

ing the density of underlying distributions. Our extensive experi-

ments on both real and synthetic datasets demonstrate the effective-

ness and superiority of PriPL-Tree over state-of-the-art solutions

in answering range queries across arbitrary data distributions.
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1 INTRODUCTION
With increasing personal information collected by third-party enti-

ties (a.k.a., data collectors), individual privacy protection is garner-

ing more attention [11, 35, 46, 50]. Local Differential Privacy (LDP)

has emerged as a rigorous privacy-preserving standard widely em-

ployed in academia and industry [6, 13, 34]. Under LDP, users only

need to submit perturbed values, preserving the privacy of their
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raw data. The data collector collects these noisy values and invests

effort in estimating various statistics to support data analysis tasks.

Range queries, as a prevalent query type, have been extensively

studied in LDP, where the data collector estimates the frequency

of specific ranges within a domain. To support these queries, ex-

isting solutions construct hierarchical trees [4, 7, 37, 39] or grids

[41, 45] over the whole domain and estimate frequencies of the par-

titioned subdomains (i.e., nodes in trees or cells in grids). To answer

a range query, the frequencies of those nodes or cells covered by

the given range will be summed up. When some subdomains are

partially covered, the data within them is assumed to be uniformly

distributed, so that the corresponding frequency can be estimated

based on the overlap proportion with the query range. However,

the data we indexed typically exhibits various distributions rather

than uniform in reality. It is inevitable to introduce non-uniform

errors by existing methods, leading to inaccurate responses.

Figure 1 shows an example of this non-uniform estimation er-

ror. Given a distribution depicted as the black curve, Figure 1(a)

partitions the domain in a coarse-grained manner, resulting in a

large non-uniform error. Figure 1(b) uses finer partitions to reduce

the non-uniform error, but incurs significant aggregated LDP noise

error due to an increasing number of bins.

(a) Coarse-grained partition (b) Fine-grained partition (c) Piecewise linear function 

Figure 1: An Illustration on Non-uniform Errors

To tackle this challenge, we propose an innovative solution that

employs a piecewise linear (PL) function to model the underly-

ing data distribution instead of relying on a uniform assumption. By

partitioning the data domain into several intervals and approximat-

ing the data distribution within each interval with a line segment,

even complex data distributions can be well-approximated with

a few parameters [33]. As shown in Figure 1(c), the PL function

accurately approximates the data distribution with a few segments

(represented as frequency-slope pairs), which alleviates both non-

uniform error and LDP noise error significantly.

Building upon the PL function, we introduce the Private Piece-
wise Linear Tree (PriPL-Tree). In this tree, each leaf node corre-

sponds to a line segment and stores a frequency-slope pair, while

each non-leaf node represents an interval combined from its child
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nodes’ intervals and stores the associated interval frequency. Com-

pared to traditional hierarchical trees, the PriPL-Tree offers several

significant advantages: (1) Within a node with the same interval,

it provides a more accurate fit to the underlying data distribution

than the uniform assumption. (2) A few segments are sufficient to

model the distribution, resulting in fewer leaf nodes and a lower

tree height. Height reduction is crucial in LDP as it facilitates al-

locating users or the privacy budget among fewer tree layers (a

necessary step to meet LDP’s privacy guarantee), thereby mitigat-

ing noise errors in frequency estimation for each node. (3) The

number of parameters in the tree depends only on the shape of the

data distribution, not the domain size, enabling adaptation to large

domains with a more concise structure and more accurate results.

However, constructing the PriPL-Tree under LDP is non-trivial

because the data remains invisible to the data collector. To address

this, we propose a three-phase approach. First, we allocate a portion

of users to estimate the data histogram, gaining a rough glimpse

of the underlying data distribution, and use it to fit the PL func-

tion. Next, we construct the optimal PriPL-Tree and estimate node

frequencies with the remaining users. Finally, we perform post-

processing to refine the frequencies and slopes in the tree, ensuring

the non-negativity and consistency of nodes in the tree.

In addition to handling 1-D range queries, we extend PriPL-

Tree for multi-dimensional scenarios by incorporating 2-D adaptive

grids. These adaptive grids are also data-aware, featuring non-

uniform partitions that adapt to the density of the data distribution,

and can be constructed utilizing marginal distributions from 1-D

PriPL-Trees. By leveraging both 1-D PriPL-Trees and 2-D grids, we

can answer 𝜆-D range queries (𝜆>1) using the weighted updating

approach [37, 41, 45].

To summarize, our contributions are:

• Innovative PriPL-Tree: We design PriPL-Tree, a novel data

structure that models the underlying data distribution using a

piecewise linear (PL) function instead of relying on a uniform

data assumption in LDP. In this way, PriPL-Tree can answer

range queries for arbitrary data distributions accurately.

• Adaptive data-aware Grids: By leveraging marginal distri-

butions revealed by the PriPL-Trees, we design adaptive grids

tailored to the density of underlying data distributions, which

servers as the building block for answering multi-dimensional

range queries effectively.

• Extensive Experimental Evaluation: We conduct compre-

hensive experiments on both real and synthetic datasets, vali-

dating the effectiveness and superiority of our methods. Com-

pared to existing approaches, our method achieves one order

of magnitude improvement in accuracy.

In the remainder of this paper, we introduce LDP and analyze

existing range query methods in Section 2. Our primary method,

PriPL-Tree, is proposed in Section 3, extended with adaptive grids

for multi-dimensional cases in Section 4. We evaluate them in Sec-

tion 5. Finally, we review related works in Section 6 and conclude

our paper in Section 7.

2 PRELIMINARIES
In this section, we define the problem and introduce necessary

knowledge of LDP and existing methods for range queries in LDP.

2.1 Local Differential Privacy (LDP)
In the context of data collection, LDP provides a mechanism R that

enables users to perturb their data 𝑣 before sharing it with an un-

trusted data collector [9, 10, 31]. By ensuring the resulting perturbed

data R(𝑣) satisfies 𝜖-LDP, the data collector cannot distinguish a

value 𝑣 from any other possible value 𝑣 ′ with high confidence, thus

safeguarding the privacy. A higher level of privacy is achieved when

a smaller value of 𝜖 is employed.

Definition 2.1 (𝜖-Local Differential Privacy (𝜖-LDP) [10]). A per-

turbation mechanism R satisfies 𝜖-LDP (𝜖 > 0) iff for any pair of

input data 𝑣, 𝑣 ′ ∈ 𝐷 and any output 𝑧 of R, we have
Pr[R(𝑣) = 𝑧] ≤ 𝑒𝜖 Pr[R(𝑣 ′) = 𝑧] .

We introduce two state-of-the-art LDP mechanisms for funda-

mental frequency and numerical distribution estimation, respec-

tively, both ensuring 𝜖-LDP.

Optimal Unary Encoding Mechanism (OUE) [38] is the state-
of-the-art frequency estimation mechanism with three steps: encod-

ing, perturbation, and aggregation. In the encoding step, each user

𝑢𝑖 (𝑖 ≤ 𝑁 ) encodes his value 𝑣𝑖 ∈𝐷 into a bit vector B ∈ {0, 1} |𝐷 |
,

setting the 𝑖-th position to 1 and others to 0. During perturbation,

each user perturbs each bit in B separately. The original bit “1” is

retained with probability 𝑝 =1/2, while the bit “0” is flipped to “1”

with probability 𝑞=1/(𝑒𝜖 +1). Then, the data collector aggregates
all 𝑁 users’ perturbed vectors, counts the number of 1s in the 𝑣-th

position as 𝑛′𝑣 for each 𝑣 , and calibrates it to an unbiased frequency

estimate 𝑓ˆ 𝑣 = (𝑛′𝑣−𝑁𝑞)/𝑁 (𝑝−𝑞), achieving an optimized estimation

variance of Var(𝑓ˆ 𝑣) ≈ 4𝑒𝜖/(𝑁 · (𝑒𝜖−1)2), denoted as 𝜎2
.

Square Wave Mechanism (SW) [25] is for numerical distri-

bution estimation, involving perturbation and aggregation steps.

In the perturbation step, each user perturbs his value 𝑣𝑖 ∈ 𝐷 to 𝑣 ′
𝑖

within a domain with size |𝐷 | + 2𝑏, where 𝑏=

⌊︂
𝜖𝑒𝜖−𝑒𝜖+1

2𝑒𝜖 (𝑒𝜖−1−𝜖 ) · |𝐷 |
⌋︂
.

Specifically, with a larger probability 𝑝 =𝑒𝜖/((2𝑏+1)𝑒𝜖+|𝐷 |−1), he
perturbs 𝑣𝑖 to a value 𝑣

′
𝑖
within |𝑣 − 𝑣 ′

𝑖
| < 𝑏; with a smaller probabil-

ity 𝑞=1/((2𝑏+1)𝑒𝜖 +|𝐷 |−1), he perturbs it to other values. During

aggregation, the data collector collects the perturbed data and es-

timates the distribution using the expectation maximization (EM)

algorithm or the EM algorithm with smoothing steps (EMS). SW

with EM captures spiky distributions effectively, while SW with

EMS provides more accurate estimation by smoothing the LDP

noise. We denote these two results as F̂EM and F̂EMS

, respectively.

2.2 Problem Definition
Consider 𝑁 users and each user 𝑢𝑖 (𝑖 ≤ 𝑁 ) owns a private record

containing𝑚 private values on attributes (𝐴1, 𝐴2, . . . , 𝐴𝑚). Each
attribute 𝐴 𝑗 (1 ≤ 𝑗 ≤ 𝑚) has a public domain 𝐷 𝑗 . Each user 𝑢𝑖 ’s

record is denoted as v𝑖 = (𝑣1

𝑖
, 𝑣2

𝑖
, . . . , 𝑣𝑚

𝑖
), where 𝑣 𝑗

𝑖
∈ 𝐷 𝑗 represents

the attribute 𝐴 𝑗 ’s value for user 𝑢𝑖 . For convenience, we assume

𝐷 𝑗 = [0, 𝑑 𝑗 ] for continuous data and 𝐷 𝑗 = {1, 2, . . . , 𝑑 𝑗 } (abbrevi-
ated as [𝑑 𝑗 ]) for discrete data. For 1-dimensional (a.k.a., 1-D) data,

we abuse 𝑣𝑖 to denote the user 𝑢𝑖 ’s value in the default attribute.

The 𝜆-dimensional (a.k.a., 𝜆-D) range query is performed on a set

of private attributes Φ⊆ {𝐴 𝑗 | 𝑗 ≤ 𝑚}, where 𝜆= |Φ| ≤𝑚. Let [𝑙 𝑗 , 𝑟 𝑗 ]
denote the specified range for the attribute 𝐴 𝑗 ∈ Φ. The 𝜆-D range

query returns the frequency of records where all queried attribute
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Table 1: Notations

Symbols Description
𝑁 The total number of users

𝐴𝑗 The 𝑗-th attribute

𝐷 𝑗 , 𝑑 𝑗 The attribute 𝐴𝑗 ’s domain 𝐷 𝑗 with size 𝑑 𝑗

𝑚 The number of private attributes in the data

𝜆 The number of attributes involved in a range query

𝑛𝑘 The node 𝑛𝑘 in the PriPL-Tree

𝑓𝑘 , 𝛽𝑘 The frequency 𝑓𝑘 and the slope 𝛽𝑘 in 𝑛𝑘

𝐼𝑘 , 𝑠𝑘−1
, 𝑠𝑘

The interval 𝐼𝑘 of node 𝑛𝑘 including |𝐼𝑘 | bucketized values

between two breakpoints 𝑠𝑘−1
and 𝑠𝑘

𝛼 User allocation ratio in phase 1 for PriPL-Tree

𝜎2
The variance of OUE with 𝑁 users and a privacy budget of 𝜖

values 𝑣
𝑗
𝑖
( 𝑗 ∈ Φ) are within these specified ranges. Formally,

𝑄

(︂
∩𝐴 𝑗 ∈Φ [𝑙 𝑗 , 𝑟 𝑗 ]

)︂
= 1

𝑁

∑︁𝑁
𝑖=1

1⋂︁
𝐴𝑗 ∈Φ {𝑙 𝑗 ≤𝑣

𝑗

𝑖
≤𝑟 𝑗 } ,

where 1 is an indicator function that outputs 1 if the predicate is

true and 0 otherwise.

Our goal is to let the untrusted data collector answer the range

query 𝑄
(︁
∩𝑗∈Φ [𝑙 𝑗 , 𝑟 𝑗 ]

)︁
while ensuring individual privacy under 𝜖-

LDP. Extensive research has been conducted on this problem in

the context of LDP, as we reviewed below. The notations used are

summarized in Table 1.

2.3 Existing Methods
The hierarchical tree (HT) is the primary data structure for 1-D

range queries in LDP. It hierarchically decomposes the entire do-

main into disjoint sub-domains (a.k.a., intervals), constructing a

𝐵-ary tree. Each node in the tree represents an interval and stores

an estimated interval frequency. Non-leaf nodes aggregate frequen-

cies of their 𝐵 child nodes. The data within leaf nodes is assumed to

be uniformly distributed. As such, range queries can be answered

by summing a few node frequencies (or parts of them) in the tree

rather than all individual bins’ frequencies within the range, as in

a histogram, reducing the accumulated noise error. For example,

considering a domain 𝐷 = [0, 16], we can either uniformly partition

it into 16 bins for a histogram or construct a complete binary tree

with 16 leaves. Given a range query 𝑄 ( [0, 5]), it can be answered

by summing the two frequencies of nodes with intervals [0, 4) and
[4, 5] in the tree, rather than five frequencies of individual bins

[0, 1), [1, 2), [2, 3), [3, 4) and [4, 5] in the histogram. To build this

tree under LDP, the privacy budget or users are allocated among

layers to estimate nodes’ frequencies. To further reduce the error of

range queries, a lot of optimization methods have been developed,

including Haar transformation of data [4], optimizing the branch

number for the tree [4, 39], customizing branch numbers for nodes

[37] and merging nodes with low frequencies [7].

Beyond 1-D, the HT can be extended to multi-dimensional cases

[7, 39]. However, finely partitioning users or the privacy budget

among layers and dimension combinations would increase the

noise error. To overcome the curse of dimensionality, grid-based

methods are typically employed in 𝜆-D (𝜆>1) range queries. Given

𝑚 private attributes, they estimate the frequencies of𝑚 1-D grids

for individual attributes and

(︁𝑚
2

)︁
2-D grids for attribute pairs. Users

or privacy budgets are allocated among these grids, where the data

in each cell is still assumed to be uniformly distributed. Based on

these, a 𝜆-D range query can be estimated from these 1-D and 2-D

grids through the maximum entropy [51] or weighted updating

[45] algorithms. To reduce the estimation error of range queries,

Yang et al. [45] optimized the granularity for both 1-D and 2-D

grids, and Wang et al. [41] further employed prefix-sum (PS) cubes.

2.4 Observations and Challenges
Drawing from current research on range queries in LDP, we sum-

marize two key observations that guide our approach and identify

a significant challenge. First, we outline the observations:

(1) Tree vs. Grid: Tree-based methods allocate users (or privacy

budget) across multiple layers and dimensions, whereas grid-based

methods allocate only among dimensions. Considering the signifi-

cant noise from a few users or a small privacy budget, tree-based

methods are preferable for 1-D range queries, while grid-based

methods are more suitable for 𝜆-D (𝜆 > 1) range queries [37].

(2) UserAllocation vs. PrivacyBudgetAllocation: To achieve
𝜖-LDP, allocation of users or privacy budget is necessary among the

layers of trees and the grids. Generally, user allocation is preferable

in the LDP setting as it introduces less noise error than privacy

budget allocation [4, 7, 37, 39, 45].

We then present a significant challenge: unrealistic uniform
assumptions. All existing works decompose the domain uniformly

and/or assume uniform data distribution in each decomposed sub-

domain [4, 7, 37, 39, 41, 45]. However, real-world applications often

involve data following various distributions (e.g., Gaussian, Zipf)

rather than being uniformly distributed [22, 42]. This assumption

inevitably leads to non-uniform errors and suboptimal estimates.

In this work, we address uniform assumptions on the domain

decomposition and data, and correspondingly provide enhanced

estimation accuracy for range queries in LDP. In what follows, we

first present a solution for 1-D range queries in Section 3 and then

extend it to a multi-dimensional setting in Section 4.

3 PRIVATE PIECEWISE LINEAR TREE
In this section, we propose PriPL-Tree, a private piecewise linear

tree that combines piecewise linear functions and hierarchical trees

to address uniform assumptions for 1-D range queries.

3.1 Design Rationale
The piecewise linear (PL) function is capable of approximating the

underlying data distribution with only a few parameters, enabling

us to not rely on uniform distribution assumptions. For instance,

given a Gaussian distribution in Figure 2(a), we can approximate it

using 4 segments with 8 parameters. In this case, the entire domain

is divided into 4 intervals, and data in each interval 𝐼𝑘 = [𝑠𝑘−1
, 𝑠𝑘 )

(1 ≤ 𝑘 ≤ 4) is fitted with a linear function defined by two parame-

ters, i.e., 𝛽𝑘 (slope) and 𝑓𝑘 (sum of frequencies of all points in the

interval). The linear expression is given by 𝑦 = 𝛽𝑘𝑥 + 𝑏𝑘 , where
𝑏𝑘 = 𝑓𝑘/|𝐼𝑘 | − 𝛽𝑘 ( |𝐼𝑘 | + 2𝑠𝑘−1

− 1)/2 and |𝐼𝑘 | is the interval size.
To facilitate range query processing, we integrate the PL function

with a hierarchical tree structure, proposing the Private Piecewise
Linear Tree (PriPL-Tree). Each leaf node represents a segment

(corresponding to an interval) of the PL function and stores its slope
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𝛽𝑘 and frequency 𝑓𝑘 . Each non-leaf node represents an interval and

only stores the interval frequency. Like conventional hierarchical

trees, the parent node stores the sum of its child nodes’ frequencies.

We count the layers of the tree starting from 0 at the top.

Root

(b) HT with uniform assumptions

…

………

… … … … … … …

……………………………………

[0,8)

[0,4)

[0,1)

[0,2)

[1,2)

Root

(a) PriPL-Tree

[0,3) [3,8) [8,13) [13,16]

[0,8) [8,16]

1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 160 0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16

Figure 2: An Example of PriPL-Tree and HT

We provide an example in Figure 2 to illustrate the PriPL-Tree,

comparing it to the conventional hierarchical tree (HT) with uni-

form assumptions. Obviously, within the same interval, the PL

function can provide a more accurate approximation of the underly-

ing distribution than uniform assumptions. As such, the PriPL-Tree

captures the underlying distribution using significantly fewer leaf

nodes (4 in PriPL-Tree vs. 16 in HT) and correspondingly fewer lay-

ers (2 in PriPL-Tree vs. 4 in HT). In the context of LDP, fewer layers

mean each layer in the tree can be allocated more users, resulting

in less noise error due to the law of large numbers. Moreover, the

PriPL-Tree construction depends solely on the distribution of the

underlying data, as opposed to HT, which relies on the domain

size. In HT, modeling data with a large domain size requires a taller

tree or a coarser granularity for leaf nodes, increasing noise er-

rors or non-uniform errors. The PriPL-Tree is well-suited for large

domain-sized scenarios while reducing both two types of errors.

However, constructing an effective PriPL-Tree in LDP settings is

challenging due to the invisible data distribution. To address this,

we first employ some users to collect a noisy histogram using LDP

mechanisms, gaining insight into the underlying data distribution.

We then fit PL functions based on this noisy histogram and use the

remaining users to construct the tree. Through post-processing, we

further optimize these estimated frequencies and slopes to maintain

tree consistency and improve range query accuracy. Following this

idea, we propose a three-phase workflow as outlined below and

detail the methods for each phase in separate subsections.

3.2 Workflow of PriPL-Tree
The workflow of the PriPL-Tree involves three phases: Private

PL Fitting, PriPL-Tree Construction, and PriPL-Tree Refinement,

exemplified in Figure 3.

Phase 1: Private Piecewise Linear (PL) Fitting. To gain funda-
mental insight into the data distribution, we employ a proportion 𝛼

of users to execute SW protocols with the privacy budget 𝜖 , collect-

ing a noisy histogram F̂H on the bucketized domain [𝑑]. Then, we fit

the PL function over this histogram, as presented in Section 3.3. Dur-

ing PL fitting, we address two key issues: interval partitioning and

segment fitting. Interval partitioning involves determining the num-

ber of intervals 𝐾 and identifying 𝐾+1 breakpoints {𝑠0, 𝑠1, ..., 𝑠𝐾 }.
The derived intervals are denoted as 𝐼𝑘 = [𝑠𝑘−1

, 𝑠𝑘 ) for 1≤𝑘 <𝐾 and

𝐼𝐾 = [𝑠𝐾−1, 𝑠𝐾 ] for the last interval. For mapping to the histogram,

we can also mark [𝑠𝑘−1
, 𝑠𝑘 ) as [𝑠𝑘−1

, 𝑠𝑘 −1]. Segment fitting focuses

on fitting the slope parameter 𝛽𝑘 (1≤𝑘 ≤𝐾) of the line segment for

each interval. Although an intercept parameter of the PL function

is also derived, we do not record it, only the slope parameter 𝛽𝑘
and the estimated interval frequency, i.e., the sum of frequencies

of values in each interval, denoted as 𝑓ˆ𝑘 =
∑︁
𝑣∈𝑆𝑘 𝑓

ˆ
H

𝑣 (1 ≤ 𝑘 ≤ 𝐾).
These two parameters can be further optimized using the collected

interval frequencies in subsequent phases.

Phase 2: PriPL-Tree Construction. Based on the PL function,

we dynamically construct the PriPL-Tree structure in this phase,

as detailed in Section 3.4. Each leaf node corresponds to a fitted

segment in sequence, e.g., 𝑛1 to interval 𝐼1 and 𝑛2 to interval 𝐼2, as

shown in Figure 3 (a) and (b). Each non-leaf node represents an

interval encompassing its children and has a non-uniform branch

number (i.e., fan-out). This flexible structure is designed tominimize

average error in responding to range queries.

Given the PriPL-Tree structure, we allocate the remaining 𝑁 ·
(1−𝛼) users to nodes and estimate their frequencies. Because the in-

tervals of nodes along each path from the root to the leaves overlap,

each user is randomly allocated to one node per path. As a result,

the total number of users along each path is 𝑁 · (1−𝛼). Each individ-

ual user is assigned multiple nodes with non-intersecting intervals

that jointly cover the entire domain. Informed of these intervals,

users can encode their values into bit vectors to employ the OUE

mechanism with privacy budget 𝜖 for frequency estimation. For

example, if a user’s value 𝑣 is covered by nodes {𝑛3, 𝑛7} and he re-

ceives the intervals of nodes (𝑛6, 𝑛3, 𝑛4, 𝑛5), he can encode his value
as (0, 1, 0, 0) and apply OUE. By aggregating all users’ perturbed

values for corresponding nodes, we derive each node’s frequency

𝑓¯𝑘 , forming a preliminary PriPL-Tree, as shown in Figure 3 (b).

Each leaf node has two frequencies: 𝑓ˆ𝑘 , estimated during private

PL fitting in phase 1, and 𝑓¯𝑘 , estimated by OUE in this phase.

Phase 3: PriPL-Tree Refinement. In the current PriPL-Tree,

there are several frequency inconsistencies: (1) the estimated fre-

quency of values or intervals may be beyond the actual range of

[0, 1], (2) the frequency of a parent node may differ from the fre-

quency sum of its child nodes, (3) two different frequencies occur

at leaf nodes. To address these issues, we propose a post-processing

method in Section 3.5, yielding an optimized PriPL tree as shown in

Figure 3 (c). It has consistent frequencies F̃ across all nodes and opti-
mized slopes 𝛽˜𝑘 for leaf nodes. By now, a well-estimated PriPL-Tree

is ready to respond to range queries.

Response to 1-D Range Query 𝑄 ( [𝑙, 𝑟 ]). Given a 1-D range

query 𝑄 ( [𝑙, 𝑟 ]), the response is obtained by summing the frequen-

cies 𝑓˜𝑘 of nodes 𝑛𝑘 that are fully within the range [𝑙, 𝑟 ] but whose
parents are not, as well as frequencies from parts of leaf nodes that

overlap but are not completely within [𝑙, 𝑟 ]. For example, when

querying 𝑄 ( [200, 1024]) in Figure 3 (c), we aggregate the frequen-

cies 𝑓˜
2
of node𝑛2, 𝑓˜ 7

of node𝑛7, and the frequency of the sub-range

[200, 340) (i.e., [200, 339]) within node 𝑛1. All these nodes and their
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Root Root

(a) Phase 1: Private Piecewise Linear Fitting
(with            users)

(b) Phase 2: PriPL-Tree Construction
(with                    users)

(c) Phase 3: PriPL-Tree Refinement
(without user involvement)

Frequency Estimation
Piecewise Linear Function
Noisy Histogram

Estimates from Phase 1 Slope Refinement
Frequency Refinement

Figure 3: Workflow of PriPL-Tree

corresponding frequencies can be derived by traversing the PriPL-

Tree from top to bottom. Let [𝑙
sub
, 𝑟
sub

] denote the intersecting

range of [𝑙, 𝑟 ] with the interval 𝐼𝑘 of a leaf node 𝑛𝑘 ; the frequency

of this sub-range𝑄 ( [𝑙
sub
, 𝑟
sub

]) can be computed using Eq. (1). The

detailed computation process is shown in Appendix A.1 in [36].

𝑄 ( [𝑙
sub
, 𝑟
sub

])= (𝑟
sub

−𝑙
sub

+1) ·
(︃
𝛽˜𝑘

(︂
𝑙sub+𝑟sub+1−|𝐼𝑘 |

2
−𝑠𝑘−1

)︂
+ 𝑓˜𝑘
|𝐼𝑘 |

)︃
(1)

3.3 Private PL Fitting
As a fundamental data model, the PL function has been extensively

studied in stream compression [2, 12, 21, 26, 44] and learned index

[14, 15, 23, 24] applications. In these contexts, the original data

distribution is available, and the PL model can be learned using

heuristic algorithms with specified error restrictions. However, our

task poses a key challenge as we aim to use a noisy histogram to

fit an unknown distribution while achieving an optimal error. To

address this challenge, we carefully design the following segment

fitting and interval partitioning steps to learn a PL model on the

data distribution. The pseudocode is provided in Algorithm 1.

3.3.1 Segment Fitting. Let’s start with a simple case with 𝐾 parti-

tioned intervals, and we aim to optimize the PL function by mini-

mizing the squared error between the fitted and the noisy values.

To alleviate the impact of LDP noise, we assume the PL function

is continuous. This allows us to model the entire noisy histogram

as a whole, leveraging all histogram data to fit each line segment,

rather than using only a subset of data located in individual in-

tervals, which may be overwhelmed by LDP noise. Moreover, this

assumption is practical even for non-continuous distributions, as

data around the breakpoints can be approximated by a continu-

ous function with a sharp line connecting two breakpoints. Such

approximation would produce only minor errors, especially for

bucketized histogram values.

We model the continuous PL function in Eq.(2) and illustrate it

with 𝐾 =5 segments in Figure 3 (a). Each 𝑠𝑘 (0<𝑘 <𝐾) represents

a breakpoint between two segments, while 𝑠0 and 𝑠𝐾 mark the

domain’s endpoints. Let 𝛽0 denote the intercept of the first segment.

For each segment in the interval 𝐼𝑘 , its slope is denoted by 𝛽𝑘 , and

its linear expression appears in the 𝑘-th row of Eq.(2).

𝑓 (𝑣)=

⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩
𝛽0+𝛽1 (𝑣−𝑠0), 𝑠0 ≤𝑣 <𝑠1
𝛽0+𝛽1 (𝑠1−𝑠0)+𝛽2 (𝑣−𝑠1), 𝑠1 ≤𝑣 <𝑠2
...

𝛽0+
∑︁𝐾−1

𝑘=1
𝛽𝑘 (𝑠𝑘−𝑠𝑘−1

)+𝛽𝐾 (𝑣−𝑠𝐾−1), 𝑠𝐾−1 ≤𝑣 ≤𝑠𝐾

(2)

Given the noisy histogram with frequency 𝑓ˆ
H

𝑣 for 𝑣 ∈ [𝑑], our
objective is to minimize the squared error between the PL function

𝑓 (𝑣) and the observed frequencies, i.e., min

∑︁
𝑣∈[𝑑 ] (𝑓 (𝑣) − 𝑓ˆ

H

𝑣 )2
.

For ease of optimization, we express the problem using matrices.

Let 1 represent an indicator function, which is 1 when its predicate

is met and 0 otherwise. We denote the frequencies in the noisy

histogram by the vector F̂H = [𝑓ˆH
1
𝑓ˆ
H

2
. . . 𝑓ˆ

H

𝑑 ]𝑇 , and the param-

eters of the PL function by B = [𝛽0 𝛽1 . . . 𝛽𝐾 ]𝑇 . We define two

matrices, X𝑑×(𝐾+1) and A𝑑×(𝐾+1) , as described in Eq.(3) and Eq.(4)

respectively. In both matrices, the 𝑣-th (𝑣 ∈ [𝑑]) row corresponds

to the expression of 𝑓 (𝑣) by Eq.(2). For 𝑘 > 0, the 𝑘-th column in

X refers to the term (𝑣 − 𝑠𝑘−1
), and the 𝑘-th column in A refers to

the term (𝑠𝑘 − 𝑠𝑘−1
).

X =

⎡⎢⎢⎢⎢⎢⎢⎢⎣
1 (1 − 𝑠0)1𝑠0≤1<𝑠1

. . . (1 − 𝑠𝐾−1)1𝑠𝐾−1≤1≤𝑠𝐾
1 (2 − 𝑠0)1𝑠0≤2<𝑠1

. . . (2 − 𝑠𝐾−1)1𝑠𝐾−1≤2≤𝑠𝐾
.
.
.

.

.

.
. . .

.

.

.

1 (𝑑 − 𝑠0)1𝑠0≤𝑑<𝑠1
. . . (𝑑 − 𝑠𝐾−1)1𝑠𝐾−1≤𝑑≤𝑠𝐾

⎤⎥⎥⎥⎥⎥⎥⎥⎦
(3)

A =

⎡⎢⎢⎢⎢⎢⎢⎢⎣
0 (𝑠1 − 𝑠0)11>𝑠1

. . . (𝑠𝐾−1 − 𝑠𝐾−2)11>𝑠𝐾−1
0

0 (𝑠1 − 𝑠0)12>𝑠1
. . . (𝑠𝐾−1 − 𝑠𝐾−2)12>𝑠𝐾−1

0

.

.

.
.
.
.

. . .
.
.
.

.

.

.

0 (𝑠1 − 𝑠0)1𝑑>𝑠1
. . . (𝑠𝐾−1 − 𝑠𝐾−2)1𝑑>𝑠𝐾−1

0

⎤⎥⎥⎥⎥⎥⎥⎥⎦
(4)

By calculating (X + A) · B, we derive the PL fitted frequencies

for all values in [𝑑], i.e., [𝑓 (1) 𝑓 (2) . . . 𝑓 (𝑑)]𝑇 . Consequently, we
reformulate the optimization problem using matrices as follows:

min((X + A) · B − F̂H)𝑇 · ((X + A) · B − F̂H). (5)

Let 𝐿(B) = ((X + A) · B − F̂H)𝑇 · ((X + A) · B − F̂H) denote the
loss function. By setting 𝜕𝐿(B)/𝜕B = 0, we derive the closed-form

solution for B̂, where �̂�0 represents the estimated intercept 𝛽ˆ
0
and

�̂�𝑘 (𝑘 > 0) represents the estimated slope 𝛽ˆ𝑘 of the 𝑘-th segment.

B̂ = ((X + A)𝑇 (X + A))−1 (X + A)𝑇 F̂H . (6)

3.3.2 Interval Partitioning. Building upon segment fitting, we pro-

pose a greedy method to search breakpoints one by one, achieving

approximately optimal interval partitions. As described in Algo-

rithm 1, during each search (i.e., each iteration in lines 5∼12), we
traverse all candidate breakpoints 𝑠 in the search space Θ, fit seg-
ments based on it and the existing breakpoints S, and find the best

breakpoint 𝑠∗ that minimizes the residual sum of squares (RSS). The

initial search space contains all possible candidates in the whole

domain. In subsequent iterations, we select values in the interval

𝐼𝑘∗ as the new search space. This interval 𝐼𝑘∗ has the maximum RSS
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Algorithm 1: Private PL Fitting

Input: Noisy histograms F̂EM and F̂EMS

by SW mechanism.

Output: A PL function with adaptive 𝐾 segments.

1 Set segment number 𝐾 =1 and breakpoints S= (0, 𝑑−1) ;
2 Initialize search space Θ = {𝑠 |𝑠 ∈ [𝑑 − 1] };
3 for 𝑖 ∈ {1, 2} do
4 if 𝑖 == 1 then F̂H = F̂EM else F̂H = F̂EMS

;

5 while 𝑅𝑆𝑆 not converges or 𝐾 ≤ (𝐾max × 𝑖/2) do
6 𝐾 = 𝐾 + 1;

7 foreach Breakpoint candidate 𝑠 in Θ do
8 Initialize X𝑑×(𝐾+1) and A𝑑×(𝐾+1) with S and 𝑠 ;
9 Calculate FL parameters B̂ with Eq.(6);

10 Calculate 𝑅𝑆𝑆𝑘 =
∑︁
𝑣∈𝑆𝑘 (𝑓ˆ

H

𝑣 − 𝑓 (𝑣) )2
for each interval

𝑆𝑘 , record total 𝑅𝑆𝑆 =
∑︁

1≤𝑘≤𝐾 𝑅𝑆𝑆𝑘 ;

11 Append 𝑠∗ to S, where 𝑠∗ ∈Θ produces the minimal 𝑅𝑆𝑆;

12 Set Θ = {𝑠 |𝑠 ∈ 𝐼𝑘∗ }, where 𝐼𝑘∗ has the maximum 𝑅𝑆𝑆𝑘∗ and

its frequency 𝑓ˆ𝑘 =
∑︁
𝑣∈𝐼𝑘 𝑓

ˆ
EMS

𝑣 >𝜎
√︁
(1−𝛼 );

13 return A PL function with breakponts S, slopes B̂ and frequencies F̂ ;

for its fitted line segment, indicating it requires further splitting for

a more accurate fit. Additionally, its frequency 𝑓ˆ𝑘 should be greater

than 𝜎
√︁
(1 − 𝛼), ensuring that it will not be overwhelmed by OUE

noise in node frequency estimation in the next phase. This iteration

continues until the maximum number of segments is reached (we

set 𝐾𝑚𝑎𝑥 = 32 in experiments) or RSS converges, i.e., the ratio of to-

tal RSS between two consecutive iterations approaches 1, indicating

no further gain from increasing segments.

Additionally, we propose two strategies to improve interval par-

titioning for effectiveness and efficiency. These are briefly described

below, with detailed explanations provided in Appendix A in [36].

(1) Twice Partitioning Strategy for Effectiveness: To fit both jagged

and smooth distributions, we sequentially perform interval parti-

tioning on two distributions, F̂EM and F̂EMS

, as outlined in lines 3∼4
of Algorithm 1. These distributions, derived from SW using EM and

EMS, respectively, represent an initially calibrated (typically jagged)

distribution and a smoothed one with reduced noise [25]. After this

process, we derive the necessary partitions to depict both types of

distributions. Notably, these two estimations from SW require only

one perturbation per user, not increasing the privacy budget.

(2) Search Acceleration Strategy for Efficiency: To accelerate the

search process, we propose a multi-granular search strategy in-

stead of traversing all possible breakpoints at each search in line 7

in Algorithm 1. Given the granularity factor 𝜙 , which limits the

maximum number of candidate breakpoints during each search,

we initially explore the space Θ using a step of ⌈|Θ|/𝜙⌉ to iden-

tify an optimal breakpoint 𝑠∗. Subsequently, we narrow the search

space to [𝑠∗−⌈|Θ|/𝜙⌉ , 𝑠∗+⌈|Θ|/𝜙⌉] and search it with a finer step

of

⌈︁
|Θ|/𝜙2

⌉︁
. We repeat this process until the step size reduces to 1. A

relatively smaller 𝜙 (𝜙 < 𝑑) accelerates the search while increasing

the probability of encountering local optima. Since breakpoints

inherently represent different local optima partitioning the domain,

𝜙 primarily influences the order of breakpoint discovery rather

than the final interval partitions. For brevity, this strategy is not

included in Algorithm 1, but it can replace line 7 of it.

Algorithm 2: PriPL-Tree Construction
Input: 𝐾 segments and 𝑁 (1 − 𝛼 ) users
Output: PriPL-Tree T
// Tree Structure Construction

1 Construct a basic balanced binary tree T;
2 for node 𝑛𝑘 in postorder traversal do
3 Compute 𝐸𝑟𝑟 for T with 𝑛𝑘 and 𝐸𝑟𝑟 ′ w/o 𝑛𝑘 using Eq.(7);

4 if 𝐸𝑟𝑟 ′ < 𝐸𝑟𝑟 then Remove 𝑛𝑘 ;

// User Allocation

5 Assign all available users𝑈0 = {𝑢1,𝑢2, . . . ,𝑢𝑁 (1−𝛼 ) } to the root;

6 for node 𝑛𝑘 in level order traversal do
7 if 𝑛𝑘 is root then Set𝑈 ′

𝑘
= 𝜙 ;

8 else
9 Compute ℎ𝑘 , the height of the subtree rooted at 𝑛𝑘 ;

10 Set𝑈 ′
𝑘
as

⌈︂
|𝑈𝑘 |
ℎ𝑘

⌉︂
randomly sampled users from𝑈𝑘 ;

11 Allocate𝑈 ′
𝑘
to 𝑛𝑘 for frequency estimation;

12 for node 𝑛𝑐 ∈ 𝑐ℎ𝑖𝑙𝑑𝑟𝑒𝑛 (𝑛𝑘 ) do Assign𝑈𝑐 =𝑈𝑘 −𝑈 ′
𝑘
to 𝑛𝑐 ;

// Node Frequency Estimation

13 for each user 𝑢𝑖 ∈ 𝑈0 do
14 Assign intervals of nodes N𝑖 = {𝑛𝑘 |𝑢𝑖 ∈ 𝑈 ′

𝑘
} to 𝑢𝑖 ;

15 Collect OUE perturbed vectors with size |𝑁𝑖 |;
16 Estimate frequency 𝑓¯𝑘 for each node 𝑛𝑘 based on OUE;

17 return PriPL-Tree T;

3.4 PriPL-Tree Construction
Based on the derived partitioned intervals, we construct the PriPL-

Tree, focusing on user allocation and tree structure construction

and providing the pseudocode in Algorithm 2.

3.4.1 User Allocation. Given a potentially unbalanced PriPL-Tree

T , we explore user allocation strategies. Nodes along each path

from the root to the leaves have overlapping intervals and related

frequencies, prompting us to allocate users to nodes along paths

[37] rather than by layers [4, 7, 39]. The allocation process is de-

tailed in lines 5∼12 of Algorithm 2. Initially, all unallocated users

are assigned to the root (line 5). Because the root has a constant

frequency of 1 and requires no estimation, it is allocated no users

(line 7) and just passes the user set to its children. For each non-root

node 𝑛𝑘 that we traversed in level order (line 6), it has inherited

the unallocated user set 𝑈𝑘 from its parent (line 12), uniformly

samples 1/ℎ𝑘 of these users for itself, marked as𝑈 ′
𝑘
(lines 10∼11),

and passes the remaining users 𝑈𝑘 − 𝑈 ′
𝑘
to its children (line 12).

Here, ℎ𝑘 represents the height of the subtree rooted at 𝑛𝑘 , ensuring

uniform allocation along the longest path. During this process, all

child nodes of 𝑛𝑘 will receive the same to-be-allocated user group

𝑈𝑘 −𝑈 ′
𝑘
since they do not overlap in their intervals.

An example of user allocation is shown in Figure 4, where colored

rectangles above each node represent the randomly assigned users.

Along each path, such as “𝑛0 −𝑛7 −𝑛8 −𝑛3” in Figure 4 (a), the total

number of users is 𝑁 ′
. For each user, like the one represented by

the yellow rectangle, he will participate in frequency estimations

for multiple nodes, such as {𝑛6, 𝑛3, 𝑛4, 𝑛5}. The intervals of these
nodes do not intersect and collectively cover the entire domain.
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Nodes n3 n4 n5 n7 n8
(a): weight         0.2155 0.0401 0.0007 0.0010 0.1214
(b): weight         0.3369 0.1615 0.0007 0.0010 -

Root:     Root:     

(a) retain      : (b) reduce      :

Figure 4: An Example of Tree Construction (𝑁 ′ = 𝑁 (1 − 𝛼))

3.4.2 Tree Structure Construction. Initially, we can construct a

basic balanced binary tree, as illustrated in Figure 4 (a). For opti-

mization, we perform adaptive node reduction, where the reduction
of a node refers to removing it from the tree and linking its child

nodes to its parent. For example, reducing node 𝑛8 in Figure 4 (a)

produces the tree in Figure 4 (b). We examine all non-leaf nodes

through postorder traversal, adaptively determining whether to

reduce each node to minimize the average error in response to

range queries.

Specifically, the average error for all possible queries can be

evaluated by accumulating the noise error from nodes within query

ranges and the PL fitting error from intersecting leaf nodes. Since

the PL fitting error primarily depends on estimates from phase 1

(which are determined), we focus on the noise error of nodes, as

formalized in the left part of Eq.(7). Here,N denotes all nodes in the

PriPL-tree,𝑤𝑘 denotes the probability of node 𝑛𝑘 being involved in

queries, and 𝛼𝑘 denotes the ratio of allocated users for node 𝑛𝑘 . As

the variance of OUE used in node frequency estimation is inversely

proportional to its allocated user ratio, we simplify 𝐸𝑟𝑟 to the right

part of Eq.(7). Assuming all queries arrive with equal probabilities,

the weight𝑤𝑘 is calculated by Eq. (8) [29], where [𝑙𝑘 , 𝑟𝑘 ] ([𝑙𝑝 , 𝑟𝑝 ])
denotes the interval of node 𝑛𝑘 (its parent 𝑛𝑝 ), and the total number

of possible queries is (𝑑+1)𝑑/2.

𝐸𝑟𝑟 =
∑︁
𝑛𝑘 ∈N 𝑤𝑘 ·𝑉𝑎𝑟 (𝑓¯𝑘 ) ∝

∑︁
𝑛𝑘 ∈N 𝑤𝑘/𝛼𝑘 (7)

𝑤𝑘 =
(︁
𝑙𝑘 · (𝑑 − 𝑟𝑘 + 1) − 𝑙𝑝 · (𝑑 − 𝑟𝑝 + 1)

)︁ /︁
((𝑑 + 1)𝑑/2) (8)

We provide an example in Figure 4 to calculate errors and decide

whether to reduce 𝑛8. Considering that the existence of a non-leaf

node only influences user allocation and weight calculation for

its ancestor and descendant nodes, as framed by a red dash line

in Figure 4, we compare the accumulated error from these nodes

rather than the entire tree. Finally, we reduce 𝑛8 for a smaller error.

3.5 PriPL-Tree Refinement
To address the frequency inconsistencies outlined in Section 3.2,

we perform frequency and slope refinements as follows.

3.5.1 Frequency Refinement. As we know, several methods can ad-

dress these inconsistencies individually, such as Norm-Sub for issue

(1) [40] and constrained inference for issue (2) [16, 29]. However,

applying one method may lead to the emergence of another incon-

sistency. AHEAD [7] employs these two techniques iteratively to

solve issues (1) and (2), but this is inefficient and often inaccurate.

To address all three inconsistency issues simultaneously, we devise

an optimized constrained inference method comprising two steps:

weighted averaging and frequency consistency, each requiring only

a single tree traversal.

In the weighted averaging step, we traverse nodes from leaves to

root, minimizing frequency variance for each node and addressing

inconsistency issue (3). For a leaf node 𝑛𝑘 with two frequency

estimates, 𝑓ˆ𝑘 (from node frequency estimation) and 𝑓¯𝑘 (from the

noisy histogram estimation), we update its frequency to 𝑓 𝑘 =𝜃 𝑓
ˆ
𝑘 +

(1−𝜃 ) 𝑓¯𝑘 , where 𝜃 = Var(𝑓¯𝑘 )/(Var(𝑓ˆ𝑘 ) +Var(𝑓¯𝑘 )), achieving the

minimal variance Var(𝑓 𝑘 )=Var(𝑓ˆ𝑘 ) Var(𝑓¯𝑘 )/(Var(𝑓ˆ𝑘 )+Var(𝑓¯𝑘 )).
For non-leaf node 𝑛𝑘 , we similarly update its frequency to 𝑓 𝑘 ,

using its frequency 𝑓ˆ𝑘 and the sum of its child nodes’ frequencies∑︁
𝑛𝑐 ∈𝑐ℎ𝑖𝑙𝑑 (𝑛𝑘 ) 𝑓

ˆ
𝑐 .

In the frequency consistency step, we update frequencies from

the root to leaves to address inconsistency issues (1) and (2). The

root’s frequency is fixed at 1, i.e., 𝑓˜
root

= 1. Given a parent node

𝑛𝑝 with optimized frequency 𝑓˜𝑝 ≥ 0 and its child nodes’ to-be-

optimized frequencies {𝑓 𝑐 |𝑛𝑐 ∈ child(𝑝)}, we define the optimiza-

tion problem in Eq.(9). Let 𝐷+ be the set of child nodes with posi-

tive updated frequencies, and 𝐷0 be those with zero updated fre-

quencies. According to KKT condidtions, the optimal frequency is

𝑓˜𝑐 = 𝑓 𝑐 +
(︂
𝑓˜𝑝−

∑︁
𝑛 𝑗 ∈𝐷+ 𝑓 𝑐

)︂ /︁
|𝐷+ | if 𝑛𝑐 ∈𝐷+, and 𝑓˜𝑐 =0 if 𝑛𝑐 ∈𝐷0.

min

∑︁
𝑛𝑐 ∈𝑐ℎ𝑖𝑙𝑑 (𝑛𝑝 ) (𝑓˜𝑐 − 𝑓 𝑐 )

2

s.t.

∑︁
𝑛𝑐 ∈𝑐ℎ𝑖𝑙𝑑 (𝑛𝑝 ) 𝑓

˜
𝑐 = 𝑓

˜
𝑝 𝑎𝑛𝑑 ∀𝑛𝑐 ∈ 𝑐ℎ𝑖𝑙𝑑 (𝑛𝑝 ), 𝑓˜𝑐 ≥ 0

(9)

3.5.2 Slope Refinement. To meet frequency constraints within

nodes, i.e., resolving inconsistency issue (1), we refine slopes based

on optimized node frequencies. For node 𝑛𝑘 with frequency 𝑓˜𝑘 ,

we must guarantee non-negativity at both endpoints of interval

𝐼𝑘 . Denoting the endpoints of 𝐼𝑘 as 𝑙𝑘 and 𝑟𝑘 , we require 𝑓 (𝑙𝑘 ) =
𝑓˜𝑘/|𝐼𝑘 |−𝛽˜𝑘 ( |𝐼𝑘 |−1)/2 ≥ 0 and 𝑓 (𝑟𝑘 ) = 𝑓˜𝑘/|𝐼𝑘 |+𝛽˜𝑘 ( |𝐼𝑘 |−1)/2 ≥ 0.

This establishes an effective range [−𝐶𝑘 ,𝐶𝑘 ] for its slope, where
𝐶𝑘 = 2𝑓˜𝑘/|𝐼𝑘 | ( |𝐼𝑘 | − 1). We then update 𝛽˜𝑘 using Eq.(10), minimiz-

ing the error (𝛽˜𝑘 − 𝛽ˆ𝑘 )2
and ensuring all fitted frequencies in 𝑛𝑘

are non-negative.

𝛽𝑘
˜ =

⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
−𝐶𝑘 , 𝛽𝑘

ˆ < −𝐶𝑘
𝛽𝑘
ˆ , −𝐶𝑘 ≤ 𝛽𝑘

ˆ ≤ 𝐶𝑘
𝐶𝑘 , 𝛽𝑘

ˆ > 𝐶𝑘

(10)

3.6 Privacy and Performance Analysis
In this subsection, we analyze the privacy guarantee, estimation er-

ror, and space and time complexity of PriPL-Tree for range queries.

3.6.1 Privacy Analysis. During the PriPL-Tree estimation, we col-

lect and estimate frequencies twice from users via SW and OUE,

each employing non-overlapping subsets of users and utilizing the

full privacy budget 𝜖 . The PL-fitting, PriPL-Tree construction (ex-

cluding node estimation), and refinement are post-processing steps

over these collected data. As such, our PriPL-Tree satisfies 𝜖-LDP.
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3.6.2 Error Analysis. Range query errors from PriPL-Tree arise

from two sources: noise and sampling error and PL estimation error.
Noise and sampling error arise from the frequency estimation

via LDP mechanisms using a subset of users. In the private PL fit-

ting phase (phase 1), the estimated frequency 𝑓ˆ𝑘 of leaf node 𝑛𝑘 ,

derived via the SW mechanism [25], exhibits bias depending on

the data distribution and has a square error of 𝑂 ( |𝐼𝑘 |
𝑁𝛼𝜖2

) [8]. In the

PriPL-Tree construction phase (phase 2), the node frequency 𝑓¯𝑘 ,

estimated via the OUE mechanism [38], is unbiased and has vari-

ance Var(𝑓¯𝑘 ) = 4𝑒𝜖

𝛼𝑘𝑁 · (𝑒𝜖−1)2
= 𝑂 ( 1

𝛼𝑘𝑁𝜖
2
), where 𝛼𝑘 represents the

proportion of users allocated to node 𝑛𝑘 . During the PriPL-Tree

refinement (phase 3), we aggregate all these frequency estimates

to minimize the variance of each node’s frequency, leading to er-

ror bounds presented in Theorem 3.1. For the precise square error

needed for multi-dimensional grid consistency refinement (Sec-

tion 4.3), we introduce a numerical method. We treat the updated

frequency after refinement as a weighted average of nodes’ fre-

quency estimates from the first two phases. By accounting for

specific weights, we can derive accurate errors. Due to space con-

straints, we elaborate on this numerical method, and the proof of

Theorem 3.1 in Appendix C in [36].

Theorem 3.1. Given a PriPL-Tree with at most 𝐾 segments (cor-
responding to 𝐾 leaf nodes), the error variance of frequencies after

weight averaging in refinement (phase 3) is𝑂
(︂

𝐾 ·log𝐾

(1−𝛼 ) · (𝐾+1) ·𝑁 ·𝜖2

)︂
for

non-leaf nodes and 𝑂
(︂

log𝐾

(1−𝛼 ) ·𝑁 ·𝜖2

)︂
for leaf nodes. After frequency

consistency, these variance is capped at 𝑂
(︂

𝐾 ·log𝐾

(1−𝛼 ) ·𝑁 ·𝜖2

)︂
.

PL estimation error arises when estimating the frequency of

the sub-range [𝑙
sub
, 𝑟
sub

] within a leaf node 𝑛𝑘 under a linear as-

sumption. For each PL estimated frequency 𝑓 (𝑣) of value 𝑣 in this

subrange, its square error can be approximated by E((𝑓 (𝑣)− 𝑓𝑣)2) =
E((𝑓 (𝑣) − 𝑓ˆ

H

𝑣 ) + (𝑓ˆH𝑣 − 𝑓𝑣))2 ≤ 2(E(𝑓 (𝑣) − 𝑓ˆ
H

𝑣 )2 + E(𝑓ˆH𝑣 − 𝑓𝑣)2).
The first term represents the square error of the PL function fitting

the noisy histogram, while the second term represents the noise

error of the noisy histogram. The magnitude of this error depends

on the noisy histogram’s distortion degree, the segment number,

and the actual data distribution. It tends to be small for smooth

distributions and large for jagged distributions. Ultimately, the total

error of𝑄 ( [𝑙
sub
, 𝑟
sub

]) accumulates the error of values in it, leading

to a result proportional to the range size square (𝑟
sub

− 𝑙
sub

+ 1)2
.

3.6.3 Space and Time Complexity Analysis. Assuming PriPL-Tree’s

maximum segment number, i.e., the number of leaf nodes, is 𝐾 , the

space complexity includes the size of PriPL-Tree,𝑂 (𝐾), and the size
of parameter matricesX andA for private PL fitting,𝑂 (𝐾 ·𝑑), which
is 𝑂 (𝐾 · 𝑑) in total. The time complexity of PriPL-Tree involves

two parts — the construction time and the query time. Overall, the

construction time complexity mainly arises from private user data

aggregation, frequency estimation, and private PL fitting during

phases 1 and 2, totaling 𝑂 (𝑁 · 𝐾 + 𝑑 · 𝑇 + 𝑑 · log𝑑 · 𝐾3). Here,
𝑇 denotes the number of iterations for EM and EMS in the SW

mechanism during distribution estimation in phase 1. The query

time complexity, proportional to the tree height, is 𝑂 (log
2
𝐾). Due

to space limitations, we provide a detailed analysis of the time

complexity for each phase in Appendix E.1 of [36].

4 EXTENSIONWITH ADAPTIVE GRIDS FOR
MULTI-DIMENSIONAL QUERIES

Building on insights from existing works summarized in Section 2.4,

we combine 1-D PriPL-Trees and 2-D grids to handlemulti-dimensional

range queries. In contrast to uniformly constructed 2-D grids pro-

posed by HDG [45], we introduce data-aware adaptive grids. These

grids leverage the accurate 1-D marginal distributions from PriPL-

Trees to dynamically partition the entire domain into dense or

sparse cells, adapting to data distribution density. As a result, they

offer a more precise representation of 2-D data distributions and

more accurate range query responses.

In this section, we first outline theworkflow formulti-dimensional

range queries and then present the core methods of adaptive grid
partitioning and consistency refinement. Due to space limitations, we

analyze the estimation error and runtime complexity in Appendix D

and Appendix E.2 in our full version of paper [36], respectively.

4.1 Workflow of Multi-dimensional Cases
We list the workflow of multi-dimensional range queries below and

provide a figure illustration in Appendix B.1 of [36].

Step 1: Estimating 𝑚 1-D Histograms using PriPL-Tree.
Initially, we allocate half of the users to estimate 1-D marginal dis-

tributions. For each attribute𝐴𝑖 , we employ 𝑁 /2𝑚 users to estimate

the PriPL-Tree and generate histograms F̃𝑖 using the PL function

within the PriPL-Tree. These histograms enable us to depict each

attribute’s underlying data distribution effectively.

Step 2: Estimating
(︁𝑚

2

)︁
2-D Adaptive Grids. For each attribute

pair ⟨𝐴𝑖 , 𝐴 𝑗 ⟩ (𝑖, 𝑗 ∈ [𝑚] and 𝑖 ≠ 𝑗 ), we construct a 2-D grid, as pre-

sented in Section 4.2. During each grid’s construction, we partition

the domain of each dimension into non-uniform intervals based on

the marginal distribution, thereby forming 2-D grids that are denser

in high-frequency regions and sparser in low-frequency regions, as

depicted in Figure 5. After construction, we assign 𝑁 /2

(︁𝑚
2

)︁
users

to estimate the frequencies of cells in each grid using the OUE

mechanism with a privacy budget of 𝜖 .

Step 3: Refining Consistency Between Grids and PriPL-
Trees. Due to the noise introduced by the LDP mechanism, fre-

quency inconsistencies for one attribute may arise among grids and

PriPL-Trees, and some frequencies could be negative. To address

these issues, we propose a post-processing method, detailed in Sec-

tion 4.3, optimizing the frequencies of grids and adjusting both the

frequencies and slopes of nodes in PriPL-Trees.

Step 4: Answering Range Queries. For 1-D queries, we can

directly utilize PriPL-Trees to respond. For a 2-D query involving

attributes ⟨𝐴𝑖 , 𝐴 𝑗 ⟩, we answer it by a response matrix with 𝑑𝑖 × 𝑑 𝑗
values. This matrix represents the 2-D data distribution and is

estimated from 1-D histograms and 2-D adaptive grids using the

maximum entropy algorithm or weighted update as described in

[37, 45]. The critical difference between us and [37, 45] is that

they enforce the frequency sum of a sub-region equal to match its

corresponding 1-D cell, while we enforce each frequency in the

marginal distribution of the matrix to match the 1-D histogram.

This fine-grained consistency fully exploits the slope information

in PriPL-Trees, yielding a more accurate distribution. Further, for

𝜆-D (𝜆 > 2) queries, we estimate with a 2
𝜆
response matrix based

on associated 2-D queries as in [37, 45].

3038



(b) Adaptive Grid on

Marginal Distribution for       from PriPL-Tree

(a) Adaptive Grid on

Figure 5: Examples ofAdaptiveGrids (Black solid lines represent
partitions inherited from PriPL-Trees; blue solid lines indicate newly

added partitions; red dashed lines indicate deleted partitions.)

4.2 Adaptive 2-D Grid Partitioning
The 2-D grid depicts the underlying data distribution by assuming

uniform frequency distribution within each cell. To enhance its

data depiction capability, we partition the grid based on data den-

sity. In data-dense areas, densely partitioned cells provide a more

accurate distribution representation, reducing reliance on uniform

assumptions. Conversely, in data-sparse areas, low cell frequencies

may be overwhelmed by OUE noise, diminishing their effectiveness.

Therefore, in such areas, sparsely partitioned cells covering larger

areas with relatively higher frequencies are preferable. Building on

this concept, we introduce adaptive partitioning for 2-D grids, as

illustrated in Figure 5. For the attribute pair ⟨𝐴𝑖 , 𝐴 𝑗 ⟩, we initially
partition its domain according to the leaf node partitions in the

PriPL-Trees, creating an initial grid𝐺 with 𝑔𝑖 ×𝑔 𝑗 cells. We then dy-

namically adjust the partition lines, adding lines in high-frequency

regions and removing them in low-frequency regions along each

dimension, as indicated by the blue and red lines in Figure 5. The

goal is to minimize the squared error 𝐸𝑟𝑟𝐺 for range queries within

the grid while ensuring each cell’s frequency exceeds the standard

deviation of the OUE noise,

√︂
2𝜎2 ·

(︁𝑚
2

)︁
.

We introduce the squared error 𝐸𝑟𝑟𝐺 as below and detail the

algorithm for adaptive partitioning in Appendix B.2 in [36]. For a

cell 𝑐 in grid𝐺 , when fully covered by a query rectangle, it incurs a

squared noise and sampling error of 2𝜎2
(︁𝑚

2

)︁
. If the cell intersects

with a query rectangle, it incurs an estimation error proportional to

the intersecting frequency 𝑓𝑐 , which can estimated by the product

of its marginal frequencies. Let 𝜋𝑖 (·) denotes the projection of the

cell index on marginal attribute 𝐴𝑖 , the squared estimation error is

thus 𝜂 · (𝑓˜𝜋𝑖 (𝑐 ) · 𝑓˜𝜋 𝑗 (𝑐 ) )
2
, with 𝜂 as a constant. For a range query𝑄

selecting a portion 𝑟 of the area of a grid with 𝑔𝑖 ×𝑔 𝑗 cells, the total
squared error combines noise and sampling errors from 𝑟𝑔𝑖𝑔 𝑗 cells

and estimation errors proportional to 𝑟 times the square of all cells’

frequencies, totaling 2𝑟𝑔𝑖𝑔 𝑗𝜎
2
(︁𝑚

2

)︁
+ 𝑟𝜂∑︁𝑐∈𝐺 (𝑓˜𝜋𝑖 (𝑐 ) · 𝑓˜𝜋 𝑗 (𝑐 ) )2

. Our

experiments demonstrate that an 𝜂 value of 0.04 provides accurate

estimations across various datasets.

4.3 Consistency Refinement
For partitions of𝐴𝑖 between the PriPL-Tree and the grid for ⟨𝐴𝑖 , 𝐴 𝑗 ⟩,
we observe several one-to-many relationships, as shown by arrows

in Figure 5.We treat each one-to-many relationship as a tree and can

apply our optimized constrained inference method, detailed in Sec-

tion 3.5, to ensure their frequency consistency and non-negativity.

In a global view, each attribute 𝐴𝑖 is linked to 𝑚 − 1 grids, and

each grid on ⟨𝐴𝑖 , 𝐴 𝑗 ⟩ associates with two attributes. Applying the

above method straightforwardly to update 𝐴𝑖 and each related grid

sequentially is challenging for in maintaining global consistency.

For instance, resolving consistency between𝐴𝑖 and ⟨𝐴𝑖 , 𝐴 𝑗 ′ ⟩ might

reintroduce inconsistencies between 𝐴𝑖 and ⟨𝐴𝑖 , 𝐴 𝑗 ⟩ that were pre-
viously resolved. Therefore, we first update all 1-D attributes, i.e.,

the leaf node frequencies in PriPL-Trees, by applying improved

constrained inference sequentially across their𝑚−1 corresponding

grids. Using these updated 1-D frequencies, we then update the

grids with the frequency consistency operation (i.e., the second step

in the improved constrained inference). When multiple marginal

cells in grids correspond to a single leaf node, we directly use the

frequency of this leaf node to update the relevant cells. Conversely,

if a marginal cell in grids corresponds to multiple leaf nodes, we

update the cells’ frequencies using the sum of frequencies from

these leaf nodes. For a grid on ⟨𝐴𝑖 , 𝐴 𝑗 ⟩, to prevent reintroducing in-
consistencies with 𝐴𝑖 after aligning with 𝐴 𝑗 , we alternately update

it with 𝐴𝑖 and 𝐴 𝑗 until convergence.

Moreover, using the updated frequencies of each attribute, we

can further refine the PriPL-Tree to enhance accuracy for 1-D range

queries. The leaf node slope can be updated based on these frequen-

cies as described in Section 3.5, and non-leaf node frequencies can

be updated by aggregating the frequencies of their child nodes.

5 EVALUATION
In this section, we evaluate the performance of PriPL-Tree and its

extension for both 1-D and multi-D range queries.

5.1 Experimental Setting
Competitors.We compare our methods with state-of-the-art tech-

niques for range queries in LDP, including DHT [4], AHEAD [7],

PrivNUD [37] for 1-D cases, and HDG [45], AHEAD, PrivNUD,

PRISM [41] for multi-D cases. We exclude hierarchical tree HH [4]

and HIO [39] baselines, as they have been demonstrated inferior to

DHT and AHEAD in 1-D cases [4, 7] and to HDG in multi-D cases

[45]. For a fair comparison, we implement these methods using the

codes and parameters from their original papers.

Datasets.Weuse four synthetic (Gaussian,MixGaussian, Cauchy,

Zipf) and four real-world datasets (Adult [1], Loan [18], Salary

[19], and Financial [20]), each with 5 dimensions. On each di-

mension, the synthetic datasets Gaussian, Cauchy, and Zipf sam-

ple data from 𝐺𝑎𝑢𝑠𝑠𝑖𝑎𝑛(0, 1), 𝐶𝑎𝑢𝑐ℎ𝑦 (0, 1), and 𝑍𝑖𝑝 𝑓 (1.1) distri-
butions, respectively. The MixGaussian dataset follows a mixture

of 𝐺𝑎𝑢𝑠𝑠𝑖𝑎𝑛(0, 0.5) and 𝐺𝑎𝑢𝑠𝑠𝑖𝑎𝑛(3, 0.8). For applying LDP mecha-

nisms for frequency estimation and aligningwith the existingworks

[4, 7, 37, 41, 45], all datasets are bucketized into domain [1024] for

1-D evaluations and [256] for multi-D evaluations, except for some

attributes in the real-world dataset with discrete values and original

domain sizes less than our specified ones. We provide statistics of

these datasets in Table 2 where the mean and variance are for the

default attribute in 1-D scenarios. A more detailed description is

provided in Appendix F of [36].
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Figure 6: Evaluation for 1-D Range Queries with Varying Privacy Budget 𝜖
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Figure 7: Evaluation for 1-D Range Queries with Varying Parameters

Metrics. We employ the mean square error (MSE) [7, 37] to

quantify the deviation between the estimated (𝑓˜𝑄 ) and actual (𝑓𝑄 )

answers to range queries Q, denotes as 𝑀𝑆𝐸 (Q) =
∑︁
𝑄∈Q (𝑓𝑄 −

𝑓˜𝑄 )2/|Q|. During each evaluation, we test 1,000 randomly gener-

ated range queries with a specified query volume and report the

final MSE by an average of 20 repeats of the experiment.

Default Settings. By default, we use a user allocation ratio

𝛼 = 0.2 and an acceleration granularity factor 𝜙 = 127 for PriPL-

Trees. For experiments, we set the privacy budget 𝜖 = 0.8 and the

query volume 𝑣𝑜𝑙 (𝑄) = 0.5, where query volume represents the

ratio of the query range size to the domain size on each attribute.

All experiments use Python 3.11 on a Linux server with an Intel R

Xeon R Gold 5218 CPU (2.3GHz) and 96GB of memory.

5.2 1-D Experimental Results
In this subsection, we evaluate the performance of PriPL-Tree and

its competitors (DHT, AHEAD, and PrivNUD) for 1-D range queries

and analyze the impact of data and query parameters on them.

Overall Performance. We evaluate PriPL-Tree against three

competitors across varying privacy budgets on synthetic and real-

world datasets in Figure 6. Our PriPL-Tree consistently outperforms

competitors on most continuous distributions, such as Gaussian,

MixGaussian, Cauchy, and those in the Adult, Loan, and Salary

datasets. It significantly reduces MSEs by about 12.1% to 66.6%, av-

eraging a 37.4% reduction across different privacy settings. In highly

Table 2: Summary of Datasets

Dataset U.#a L.#b Mean Var. Dataset U.# L.# Mean Var.
Gaussian 10

6
0 155.0 775.34 Adult 32,561 4 30.36 336.88

MixGaussian 10
6

0 135.12 2516.62 Loan 148,045 3 48.67 1620.19

Cauchy 10
6

5 159.37 609.50 Salary 2,013,799 2 33.59 515.88

Zipf 10
6

5 24.40 2517.47 Financial 6,362,620 5 0.23 2.65

a
U.#: The number of users (i.e., samples).

b
L.#: The number of leptokurtic attributes with a kurtosis exceeding 3.

leptokurtic distributions, like those in Zipf and Financial datasets,

PriPL-Tree matches the performance of the leading competitor,

PrivNUD. For these distributions, where a few values have signifi-

cant frequencies, PriPL-Tree almost degenerates into an optimized

hierarchical tree, similar to PrivNUD. It segregates high-frequency

buckets into individual leaf nodes and merges low-frequencies into

a single node, with both frequency and slope nearing zero.

Impact of User Allocation Ratio 𝛼 . In Figure 7 (a), we assess

the impact of the user allocation ratio 𝛼 used in phase 1 of PriPL-

Tree across four synthetic datasets. MSE remains stable for 𝛼 ≤ 0.5

and slightly increases for 𝛼 >0.5, suggesting that fewer users are

adequate for accurate PL fitting. Thus, we empirically set 𝛼 =0.2.

Impact of Domain Size 𝑑 . In Figure 7 (b), we explore the im-

pact of domain size 𝑑 on the 1-D Gaussian dataset, demonstrating

PriPL-Tree’s superiority, particularly in large domains. Notably,

PriPL-Tree performs less effectively in very small domains, where
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Figure 8: Runtime Evaluation under Different Datasets

coarse bucketizing reduces the histogram’s accuracy in represent-

ing distributions, resulting in suboptimal PL functions and inferior

outcomes.

Impact of Query Volume 𝑣𝑜𝑙 (𝑄). In Figure 7 (c), we assess the

impact of query volume on a Gaussian dataset. PriPL-Tree consis-

tently records the lowest MSE. All methods display an MSE that

increases initially and then decreases, peaking around 𝑣𝑜𝑙 (𝑄) = 0.5.

As detailed in Section 3.6.2, the error for range queries correlates

with the query range size and the frequency of intersections be-

tween query ranges and leaf nodes. Below 𝑣𝑜𝑙 (𝑄) = 0.5, MSE

increases primarily due to the expanding query range size. Above

𝑣𝑜𝑙 (𝑄) = 0.5, MSE decreases as intersections occur more frequently

at the domain’s margins, where frequencies are lower and nearing

0, resulting in fewer PL fitting errors.

Impact of User Number 𝑁 . In Figure 7 (d), we examine the im-

pact of user numbers with a Gaussian dataset. MSEs decrease as user

numbers increase, aligning with the law of large numbers. How-

ever, PriPL-Tree’s advantage diminishes with very small (e.g., 10
4
)

or very large (e.g., 10
8
) user numbers. Insufficient users introduce

excessive noise in LDP estimation, compromising PL parameter ac-

curacy. Conversely, a larger user pool mitigates LDP noise, enabling

even simple hierarchical trees to provide accurate estimates.

Runtime Comparison: In Figure 8, we compare the runtime

of our method with competitors across various datasets, with all

methods implemented in Python for consistency. Our construction

time is generally under half a minute. On average, our construction

time of 27.2s is shorter than the average of our three competitors

of 29.8s. This advantage is mainly due to the concise tree struc-

ture of PriPL-Tree, which utilizes fewer nodes. Additionally, our

average query time is significantly lower, at around 50𝜇s, while our

competitors’ times remain in the millisecond range.

5.3 Multi-D Experimental Results
For multi-dimensional scenarios, we evaluate the performance of

our method, PriPL-Tree with adaptive grids, against four competi-

tors (HDG, AHEAD, PrivNUD, and PRISM). Typically, the standard

experimental setup is evaluating 2-D queries on 5-D datasets, as all

high-dimensional query results are derived from these 2-D queries.

Overall Performance. We evaluate the PriPL-Tree method

against competitors under various privacy budgets on 5-D synthetic

and real-world datasets, as shown in Figure 9. Utilizing adaptive

grids, the PriPL-Tree method achieves the lowest MSEs in most

cases, averaging 47.9% lower MSE on real-world datasets and 23.7%

lower on synthetic datasets compared to state-of-the-art solutions.

The extent of improvement of PriPL-Tree varies with the character-

istics of different data distributions. In the Gaussian, MixGaussian,

Loan, and Salary datasets, where most attributes are not leptokurtic,

our PriPL-Tree method reduces MSE by 10.6% to 81.9%, averaging

a reduction of 56.7%. Conversely, for the other datasets, including

Cauchy, Zipf, Adult, and Financial, which feature predominantly

leptokurtic distributions where only a few values have significant

frequencies, PriPL-Tree performs similarly to an optimized hierar-

chical tree, yielding a modest average MSE reduction of 14.9%.

Impact of Data Dimension𝑚. In Figure 10 (a), we evaluate

PriPL-Tree and competitors across varying data dimensions on the

Gaussian dataset with a covariance of 0.6. PriPL-Tree consistently

shows the lowest MSEs across different dimensions. As expected,

all MSEs increase with the dimension𝑚 as users are distributed

among more parts for estimation. Notably, two data points for

AHEAD at𝑚 ∈ {25, 30} are missing in the figure due to exceeding

our server’s 96GB memory capacity, as per their open-source code.

Despite these omissions, the available data points are sufficient to

demonstrate that AHEAD’s performance is inferior to ours.

Impact of Query Dimension 𝜆. In Figure 10 (b), we assess

PriPL-Tree and other methods across varying query dimensions on

a Gaussian dataset with 𝐶𝑜𝑣 = 0.6. PriPL-Tree consistently records

the lowest MSE, particularly noticeable in 1-D queries. During these

experiments, we construct data structures across all five dimensions,

with each 1-D range query selecting a dimension at random. This

setup requires dividing users among 5 +
(︁
5

2

)︁
= 15 parts, leading to

fewer users per dimension and generally poorer 1-D estimations for

competitors like HDG, AHEAD, PrivNUD, and PRISM. In contrast,

our robust PriPL-Tree, enhanced by the consistency refinement in

phase 3, effectively improves accuracy by updating frequencies and

slopes in PriPL-Trees using all related 2-D adaptive grids.

Impact of Attribute Correlation. In Figures 10 (c) and (d),

we examine the impact of attribute correlation on range queries

using Gaussian and MixGaussian datasets. We use covariance to

represent attribute correlation. The results reveal that PriPL-Tree

consistently achieves the lowest MSEs, especially in datasets with

high attribute correlations. This highlights our method’s superior

capability to capture underlying distributions with adaptive 2-D

grids, unlike competitors that rely on uniform grids.

6 RELATEDWORK
In this section, we review related works in both central differential

privacy (DP) and LDP scenarios.

Range Query under DP: In DP scenarios, the far-reaching hier-

archical tree and constrained inference method were first proposed

by Hay et al. [16] and later optimized by Qardaji et al. [28]. Various

optimizations have since been proposed to mitigate noise errors

on trees: Xiao et al. [43] enhanced trees using Haar wavelet trans-

forms; Cormode et al. [5] proposed a geometric privacy budget

allocation method; Li et al. [22] optimized the non-uniform domain

partitioning and privacy budget allocation based on data distribu-

tion and query workloads; Zhang et al. [49] proposed PrivTree (i.e.,

a Quad-tree ) with optimized node decomposition; Huang et al.

[17] employed a balanced box-decomposition tree (BBD-tree) for

counting arbitrarily shaped geometric ranges. Beyond hierarchical

trees, Qardaji et al. [28] presented the grid method with optimized
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Figure 9: Evaluation for 2-D Range Queries on 5-D Datasets with Varying Privacy Budget 𝜖
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Figure 10: Evaluation for Multi-D Range Queries

granularity, claiming grids are more suitable for high-dimensional

queries. Recently, Zeighami et al. [48] introduced a model-driven

approach that learns noisy answers from multiple 2-D range count

queries to predict results without complex indexes.

Range Query under LDP: In this context, we summarize ex-

isting methods according to tree-based and grid-based methods.

In tree-based methods, HH [4] and HIO [39] proposed the basic

hierarchical tree in LDP almost simultaneously and optimize the

tree’s fan-out (i.e., branching factor). As improvements, AHEAD [7]

merged intervals with low frequencies; PrivNUD [37] customized

the fan-out for each node; DHT [4] optimized this tree via Haar

wavelet transformation as in [43]. In grid-based methods, HDG [45]

proposed the state-of-the-art hybrid dimensional grids, and PRISM

[41] replaced simple grids with prefix-sum (PS) cubes. Additionally,

there are other research topics covering range questions. McKenna

et al. [27] proposed a general matrix mechanism for linear queries

in LDP, which can also be applied to answer range queries. And

Ye et al. [47] explored PrivKVM* for range-based estimation in

key-value datasets.

Marginal Release under LDP: As a relevant problem to this

work, we also review marginal release methods in LDP. Cormode

et al. [3] introduced a Fourier transform-based method for private

marginal release. Ren et al. [32] explored multi-dimensional joint

distribution estimation using the Expectation-Maximization (EM)

algorithm and Lasso regression. A more advanced method is CALM,

proposed by Zhang et al. [51], which extends the idea of PriView

[30] from central DP to LDP and reconstructs high-dimensional

marginals using low-dimensional estimations. This idea has been

widely adopted in multi-dimensional range queries.

7 CONCLUSION
In this paper, we propose the PriPL-Tree to accurately answer range

queries on arbitrary data distributions. The key idea is to approxi-

mate the underlying distribution using piecewise linear functions,

which alleviates both non-uniform error and LDP noise error. We

further extend this with adaptive grids to handle multi-dimensional

cases, where the grids dynamically adjust to the data density, thus

more accurately modeling the 2-D distribution and improving ac-

curacy for multi-dimensional range queries. Extensive experiments

on both real and synthetic datasets demonstrate the effectiveness

and superiority of PriPL-Tree over state-of-the-art solutions.

For future work, we will explore automatic and data-aware ma-

chine learning models to further enhance estimation in LDP sce-

narios.
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