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ABSTRACT
Microsoft Orleans is a popular open source distributed program-
ming framework and platform which invented the virtual actor
model, and has since evolved into an actor-oriented database sys-
tem with the addition of database abstractions such as ACID trans-
actions. Properties of Orleans’ virtual actor model imply that any
ACID transaction mechanism for operations spanning multiple
actors must support distributed transactions on top of pluggable
cloud storage drivers. Unfortunately, distributed transactions usu-
ally perform poorly in this environment, partly because of the high
performance and contention overhead of performing two-phase
commit (2PC) on slow cloud storage systems.

In this paper we describe the design and implementation of ACID
transactions in Orleans. The system uses two primary techniques
to mask the high latency of cloud storage and enable high transac-
tion throughput. First, Orleans pioneered the use of a distributed
form of early lock release by releasing all of a transaction’s locks
during phase one of 2PC, and by tracking commit dependencies
to implement cascading abort. This avoids blocking transactions
while running 2PC and enables a distributed form of group commit.
Second, Orleans leverages reconnaissance queries to prefetch the
state of all actors involved in a transaction from cloud storage prior
to running the transaction and acquiring any locks, thus ensuring
no locks are held while blocking on high latency cloud storage in
most cases.
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1 INTRODUCTION
Many modern cloud services have a 3-tier architecture with a state-
less front-end, a stateful middle-tier that implements business logic,
and a storage layer. The stateful middle-tier is needed due to heavy

This work is licensed under the Creative Commons BY-NC-ND 4.0 International
License. Visit https://creativecommons.org/licenses/by-nc-nd/4.0/ to view a copy of
this license. For any use beyond those covered by this license, obtain permission by
emailing info@vldb.org. Copyright is held by the owner/author(s). Publication rights
licensed to the VLDB Endowment.
Proceedings of the VLDB Endowment, Vol. 17, No. 12 ISSN 2150-8097.
doi:10.14778/3685800.3685801

CPU andmemory requirements to execute the business logic, which
does much more than simply read or write the database. For exam-
ple, apps often manage a lot of state in the middle-tier, such as a
knowledge base or image cache. Some of this state needs to be read
and written at high rates. These apps may also perform heavy com-
putation, such as rendering images or computing over large graphs.
Such requirements make it infeasible to embed the application logic
as stored procedures in the storage layer [16]. The architecture also
allows computation and storage to scale independently.

The actor model [6] has become a popular choice for building
stateful middle-tier applications in the modern cloud, especially
interactive ones such as games, social networks, Internet of Things,
and telemetry [8, 13]. Actors are single-threaded objects that do not
share memory and interact only via asynchronous message passing.
The single-threaded nature of actors simplifies their implementa-
tion, and applications are typically made of many actors, which
are natural units of scaling that are spread over many servers for
scalability. Actors allow building a stateful middle tier with data
locality and the semantic and consistency benefits of encapsulated
entities via application-specific operations [13].

Orleans [5, 17] is an actor-based platform targeting stateful
middle-tier applications with a primary focus on scalability and
programmability. It simplifies the process of writing .NET scalable
stateful middle-tier services, making it accessible to developers who
are not necessarily distributed system experts. Orleans invented
the abstraction of virtual actors [13], where actors are transparently
loaded on demand, like pages in a virtual memory system. This
solves a number of the complex distributed systems problems, such
as reliability and distributed resource management, liberating the
developers from dealing with those concerns. The Orleans runtime
implements the virtual actor model, enabling applications to attain
high performance, reliability and scalability. Over time, Orleans
added support for automating the process of storing actor state
durably to the programmer’s choice of cloud storage systems.

By viewing an Orleans application as a collection of stateful ac-
tors, one can think of it as an actor-oriented database (AODB) [11,
14]. The distinguishing features of an AODB are that it scales out
elastically to hundreds of servers, can use a variety of cloud stor-
age services, and is compatible with the actor framework’s pro-
gramming model. Since application developers want to avoid being
locked into a specific storage service, such a database must be able
to use a wide variety of storage systems, such as page servers,
BLOB servers, key-value stores, JSON stores, and SQL databases.
An actor-oriented database needs to implement its own database
abstractions, to compensate for the lack of such abstractions in the
storage system and to ensure it integrates smoothly with the actor
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programming model. This perspective has led to the evolution of
the system to add support for database abstractions as first class
concepts, such as geo-replication [12] and indexing [14], as depicted
in Figure 1. Prior work also investigated using the actor model for
query serving [30].

Applications often need to perform logically atomic operations
that span multiple actors. Because actors do not share memory,
adding general support for such multi-actor operations with isola-
tion and fault tolerance guarantees requires an ACID transaction
mechanism [15]. Since actors in Orleans are randomly distributed
across many servers for scalability and availability, most transac-
tions that access multiple actors will access multiple servers, and
hence must be distributed. The well-known challenges of scaling
distributed transactions [23, 29, 42, 45] have ledmany cloud systems
to offer limited transaction support (e.g., within a shard [18, 36] or
with weak semantics [9]) or no support at all [20]. On top of these
standard challenges, additional difficulties arise from implications
of the virtual actor model and requirements from Orleans users
(which we describe in detail in §3). However, opting not to offer
distributed transactions would put the burden on developers to use
ad-hoc methods to obtain cross-actor consistency, which is hard
to do well. ACID transactions are a key database abstraction, and
supporting them as a first-class concept in Orleans has been a major
step in its evolution into a fully-fledged actor-oriented database
system.

In this paper we describe the design and implementation of ACID
transactions in Orleans. We utilize a classic design that combines
two-phase locking [24] (2PL) for serializable isolation, with two-
phase commit [32] (2PC) for atomicity, to implement distributed
transactions, but with novel and unique twists. Our design does
not introduce any centralized components to Orleans such as a
shared log or an independent transaction manager system. Instead,
all durable transaction state is maintained in decentralized, per-
actor cloud storage accessible only via transactional storage drivers,
allowing developers to pick any cloud storage they prefer.

The high latency of cloud storage presents many performance
challenges and would typically limit transaction throughput. We
introduce two main techniques to mask the latency of cloud storage.
First, we apply a distributed form of early lock release [25, 38] to 2PC
by allowing a transaction to release locks at the start of phase-one
of the 2PC protocol. After a transaction T finishes executing, it will
not acquire more locks, so holding locks after this point has no value
from a 2PL perspective. By releasing its locks at the start of 2PC, T
avoids blocking other transactions that access T’s writeset while
T is executing its high-latency commit process. However, since
T releases write locks before it commits, subsequent transactions
can read “dirty” (i.e., uncommitted) data that will be invalid if T
aborts. To avoid this inconsistency, a transaction keeps track of its
dependencies on uncommitted transactions, and can only commit
if and when all its dependencies commit.

Second, we utilize reconnaissance queries [42], which run trans-
action logic in a low isolation, dry run mode to prefetch all of the
actor state in main memory prior to the actual transaction, so that
transaction execution does not block waiting for slow reads from
cloud storage while holding locks. Similar to prior work [23], the
reconnaissance query also collects the identities of all the actors

Figure 1: Actor-Oriented Database System [14].

involved in a transaction so that lock acquisition requests can be
ordered to avoid deadlocks.

While this paper focuses on transactions in an actor-oriented
database, we think these techniques are generally applicable in any
situation where 2PC commit is high. A summary of the techniques
described in this paper:

(1) Transactional extensions to theOrleans programmingmodel
(§4).

(2) Transactional extensions to the Orleans runtime (§5).
(3) Pipelined commit protocol and distributed early lock release

(§6).
(4) Reconnaissance queries for prefetching and deadlock avoid-

ance (§7).
We also describe our experience and lessons learned from devel-

oping a prototype solution and taking it all the way to production
in §3, including how feedback from users influenced the design
and led to revisiting important aspects of the system. Additionally,
as part of this paper, we are going to open source an Azure Cos-
mosDB [3] implementation of the transactional storage interface
described in §4.

2 BACKGROUND
2.1 Orleans
Orleans is a framework for writing actors, as well as a platform
that provides a set of runtime services to execute that actor code.
In this section we describe the parts of Orleans that are necessary
to explain how we added ACID transactions to it. More details can
be found in the Orleans documentation [5].

2.1.1 Runtime. An Orleans cluster is a set of servers running an
identical software service called a silo. The Orleans Runtime is a
set of subsystems that run on each silo of a cluster.

2.1.2 Grains. Actors in Orleans are known as grains. Each grain
has a location-transparent identity, called its key, which is the only
way to reference it. Grains cannot share state.

Like regular .NET types, grain types are defined using interfaces
and classes. A grain’s public interface can have only async methods,
and grains only communicate via these asynchronous method calls;
a grain can perform a system call to the Orleans runtime to obtain a
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reference to another grain using the target grain’s key, which is one
of its member attributes. It then can use the reference to call any
of the async methods on the target grain’s interface. The reference
returned by the runtime is in effect a proxy for the called grain, and
allows the runtime to intercept all communication between grains
in the system.

A method call immediately returns a promise, after which the
caller can continue executing. It can also choose to wait for fulfill-
ment of the promise (i.e., wait for the method call to finish executing
and return) using the standard .NET await mechanism. Under the
covers, this interaction is realized by messages in each direction.

Grains are single-threaded, and normally are non-reentrant. That
is, a method call must execute to completion before the next call
is processed. Optionally, a grain can be reentrant. In this case, the
steps of method calls can be interleaved. However, even in this case,
only one method call is allowed to be actively executing inside the
grain at any given time.

2.1.3 Activations. Since grains cannot share state and can only be
referenced via the location transparent key, the Orleans runtime
is able to place any grain on any server in the cluster. Typically, it
distributes grains randomly across servers to minimize the chance
that any server is a bottleneck, though users can customize grain
placement policies using plug-ins.

If a grain is not currently running when one of its methods is
invoked, the Orleans runtime activates the grain, which involves
choosing a server on which to execute the grain and executing the
grain’s constructor. It then performs the method call. It retains a
reference to the grain in its distributed fault-tolerant grain directory
so that future invocations can be directed to it. If a grain is idle for
too long, the Orleans runtime deactivates it by calling the grain’s
destructor and releasing its resources. Since, this model of activate-
on-demand is very similar to the demand-paging model of virtual
memory, Orleans calls it the Virtual Actor Model [13].

Notice that there is no notion of creating a grain in the Orleans
programming model. Grains are assumed to always exist, and are
instantiated only when referenced.

The mapping of grains to servers is dynamic. Each time a grain
is activated, it may (and often does) execute on a different server
than its previous activation.

Grains are fault tolerant. If a server fails, Orleans detects the
failure and updates its grain directory accordingly. The next invo-
cation of a grain that died on the failed server causes that grain
to be re-activated on another server, just like any invocation of an
inactive grain.

The grain directory is implemented as a decentralized, distributed
hash table where each server in the cluster is responsible for a por-
tion of the directory. The system strives to ensure there is at most
one active instance of a grain at any point in time. However, this can
be violated during periods of server failures, cluster reconfiguration,
or network partitions, which has implications for the correctness
of our transaction implementation, which we discuss in §6.

2.1.4 Persistence. Orleans offers a simple declarative model of
persistence, where a grain type identifies its persistent properties.
Orleans maps those properties to persistent storage via a storage
provider plug-in. The app specifies the storage provider (and hence
the storage system) to use via a configuration attribute. Orleans
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Figure 2: Breakdown of time spent in transactions

uses the storage provider to populate a grain’s state when the grain
is activated. A grain can call WriteStateAsync to save its state at any
time, e.g., just before returning from a method call that modifies its
state or just before it is deactivated.

This approach to persistence decouples actor implementation
from its storage. Developers can override this declarative persis-
tence model with their own mechanism. For example, the developer
can write custom code in the grain’s constructor to initialize the
grain state from any source, and can include code to save the grain’s
state in any method.

2.2 The Cost of Distributed Transactions
To understand the performance challenges of distributed transac-
tions, consider the classic distributed transaction protocol: 2PL for
isolation with 2PC for atomicity. To ensure isolation, a transaction
holds locks until it finishes executing. Each object in its readset can
release read-locks when it receives a prepare-request in phase-one
of 2PC. However, each object in its writeset must hold its write
locks until it receives a commit request in phase-two of 2PC.

2PC incurs significant performance overhead for two main rea-
sons. First, it requires at least two network round trips and two
synchronous log writes to persistent storage per transaction [28],
which incurs network and storage I/O overhead, as well as CPU
usage by the TCP/IP stack [45]. A typical cloud storage system
has high latency due to networking, disk, and replication overhead.
In our runs, a write to cloud storage takes on average around 20
milliseconds (ms) within a single region. Thus, a transaction run-
ning 2PC needs to hold locks for an additional ∼40 ms. This limits
throughput to 25 transactions/second (tps) on write-hot data. SSD-
based cloud storage is faster [2, 4], but it still incurs double-digit
millisecond 2PC latency, plus higher price.

Second, the coordination necessary to guarantee isolation can
significantly decrease concurrency, which leads to performance
degradation as well as high abort rates [9]. This increased con-
tention due to 2PC is particularly harmful for short read-write
transactions, because of the high latency of the commit protocol
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relative to the time it takes to execute the transaction logic [42].
The impact of contention is evident in 2PL, but optimistic concur-
rency control (OCC) schemes are also not immune, and can in fact
perform worse under high contention [28, 33, 46].

Figure 2 shows the breakdown of where the time is spent in
the execution of a simple transaction that writes one or two ran-
domly selected grains, whose storage is backed by Azure storage.
As shown on the figure, the time to load the state and execute the
commit protocol is much larger than the time taken to execute the
transaction logic itself.

3 REQUIREMENTS
Here we discuss a set of requirements that we collected from Or-
leans users within and outside Microsoft.

First, to ensure the programming model for transactions is natu-
ral to Orleans users, transactions must be opt-in. They should affect
only the programming model and performance of applications that
use them.

Second, users want the ability to choose from a wide variety
of cloud storage solutions. Hence all transaction storage must be
external and pluggable.

Third, as reported in prior work [23, 42] and by our users, most
workloads have low contention most of the time, but many work-
loads sometimes have a few very hot grains. Hence the transactions
design needs to handle both high and low contention cases well.

We built an initial prototype satisfying these requirements [22].
However, when the Orleans team embarked on incorporating the
prototype into their product, they identified additional require-
ments. First, they wanted an application opt into transaction func-
tionality by using composition and dependency injection, rather
than by extending a base class, as was required in the prototype.
This allows better composability with other Orleans features that
is difficult to achieve with an inheritance-based model.

Second, the prototype had a disadvantage where even single-
grain transactions have to go through a two-phase commit process,
and they were keen to eliminate this overhead both for performance
reasons, and for integration with external one-phase systems that
do not support 2PC.

Third, transaction aborts due to deadlock timeouts were identi-
fied as a major source of performance problems. The possibility of
them occurring was often a surprise for users since locking is not
explicit in the programming model. Users were keen for a way to
avoid or reduce deadlocks.

Finally, they wanted there to be no additional components to
deploy beyond that of the existing Orleans setup, which deploys
one service (the Silo) per server. Users were quite unwilling to
take on the many complications of the deployment, versioning and
rollout story that would be necessary due to additional components.
This rules out architectures that include a dedicated transaction
manager service or a centralized sequencer [10, 23].

4 PROGRAMMING MODEL
In this section we describe the extensions we added to the Orleans
programming model to support transactions. We include a short
code sample in Appendix A to demonstrate how everything fits
together.

public interface ITransactionalState<TState>
where TState : class, new()

{
Task<TResult> PerformRead<TResult>(

Func<TState, TResult> readFunction);

Task<TResult> PerformUpdate<TResult>(
Func<TState, TResult> updateFunction);

}

Figure 3: Transactional Grain State Interface

4.1 Transactional Grain
A transactional grain is a stateful grain whose state is protected by
ACID transactions. Any grain type can become transactional by
declaring a field of type ITransactionalState in the class imple-
menting the grain, which is a wrapper providing transactional read
and write access to the grain state. The interface of ITransaction-
alState is shown in Figure 3. In Appendix A, the AccountGrain
class is an example of a transactional grain.

4.2 Transactional Methods
Transactions in Orleans are bracketed by method tags, similar to the
programming model of Java EE or .NET’s COM+. A method on any
grain interface can be declared as transactional by annotating it with
the Transaction attribute and specifying a TransactionOption
value indicating how this method behaves within a transaction.
We list the most common TransactionOptions here. The Orleans
documentation [5] contains a comprehensive list.

• Create. Every call to the method starts a new transaction,
T, and completes T on exit.

• Join. The method can be called only within an already
executing transaction.

• CreateOrJoin. If the method’s caller is executing within
a transaction, T, then it becomes part of T. If not, then the
call starts a new transaction, T′, and completes T′ on exit.

Once amethod that starts a transaction completes without throw-
ing any exceptions, the Orleans runtime will attempt to commit
the transaction. If it succeeds, the method returns normally. Oth-
erwise, an exception will be thrown to the caller. Transactional
methods should not have any side effects beyond changing the
state of transactional grains, so that if they need to be aborted they
can be rolled back cleanly. This is not enforced by Orleans, and left
to programmer discipline.

All methods accessing transactional grain state must be trans-
actional, but transactional methods can exist on non-transactional
grains as well. In Appendix A, the Transfer method of the ATM-
Grain is an example of a transactionalmethod on a non-transactional
grain.

4.3 Transactional Storage
As we discussed in §3, Orleans users require the flexibility to use a
cloud storage solution of their choice to store durable grain state,
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public interface ITransactionalStateStorage<TState>
where TState : class, new()

{
Task<TransactionalStorageLoadResponse<TState>>

Load();

Task<string> Store(
string expectedETag,
TransactionalStateMetaData metadata,
List<PendingTransactionState<TState>>

statesToPrepare,
long? commitUpTo,
long? abortAfter

);
}

Figure 4: Transactional State Storage Plugin Interface

including transactional grains. To this end, we augment the Orleans
framework with a pluggable transactional storage interface ITrans-
actionalStateStorage that users can implement, see Figure 4. The
interface requirements are quite minimal; it accommodates any
highly available cloud storage solution that supports conditional
writes based on an ETag check (which in practice means any cloud
storage can be used).

5 TRANSACTION EXECUTION
Orleans uses dependency injection to populate the transactional
state field of a transactional grain. In addition to the methods on
ITransactionalState’s public API to read and write the transactional
state (Figure 3), the injected object also has methods to prepare,
commit and abort, which are required for the 2PC protocol. In effect,
a transactional grain acts as a mini-database. It is the unit of access,
meaning that a transaction that reads or writes any part of the
grain’s state is considered to have read or written its entire state.
This is to simplify the bookkeeping required during transaction
execution; while it is conceptually possible that a transaction only
needs to access a part of the grain’s transactional state, grains are
meant to be small and developers naturally divide large state across
many grains. Orleans serialization features are used to generate
a deep copy of the state of arbitrary type TState so that working
copies can be created for transactions that can later be rolled back
if the transaction aborts.

Each silo in the Orleans cluster has a component called the
Transaction Agent (TA), which provides transaction functionality
within the Orleans runtime. It has APIs to start, commit, and abort
a transaction. The TA assigns a globally unique transaction ID to
each transaction.

Recall from §2.1.2 that the Orleans runtime intercepts all grain
method calls via grain reference objects. When a transactional
method M is invoked, the runtime uses M’s transaction tag to
determine whether to start a transaction or propagate the caller’s
transaction to M. Figure 5 illustrates how a transaction starts and
propagates. To start a transaction, the runtime calls the local TA
on the server running M. Once M completes, the runtime calls its

Figure 5: Transaction Execution

local TA to coordinate running the commit protocol to commit the
transaction, which we describe in §6. Optionally, the runtime might
also run M in reconnaissance mode prior to starting the transaction,
as explained in §7.

5.1 Transaction Context
Each transactional method call carries a hidden parameter called the
transaction context to record information about the transaction’s
execution. The transaction context includes the identity of the
caller’s transaction, T, and of the grains and versions accessed by
T. A transaction context is created when the runtime starts a new
transaction.

The transaction context is passed back and forth between the
grain that started T and other grains T accesses (which all happen
via grain async method calls). The transaction context supports a
Union method, which accepts another transaction context with the
same transaction id and unions its readset, writeset. After a method
call is completed, the callee returns an updated transaction context
which the caller unions with its own. If a method M1 running
within a transaction T calls another method M2 within T, M1 must
await M2’s return so that it can union the updated context down
M2’s path. Otherwise, the call down M2 could have made some
changes that are not recorded and updates by the transaction can
be lost, breaking atomicity. If M1 fails to await M2, we call this an
orphaned call. The system is able to detect such calls and abort the
transaction if they occur.

5.2 Concurrency Control
We use 2PL with grain-granularity for concurrency control. When
the runtime propagates a transaction, T, to a transactional grain,
G, it locks G on behalf of T. While T holds the lock, only method
calls that are part of T may execute. Other calls are queued. This is
susceptible to deadlocks. Our reconnaissance queries (§7) allow us
to avoid deadlocks in most cases. When this fails, we use timeouts
as the fallback mechanism.
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Figure 6: Pipelined 2PC with two participants (left) and one
participant (right). Showing transfer of coordination from
TA to TM. PR is PrepareRecord and CR is CommitRecord.

Since locks are not persisted, if a server hosting a transactional
grain G fails, a transaction T holding the lock on G will lose the lock
and T’s in-flight updates of G. If G recovers before T starts 2PC, then
T must avoid being fooled into committing and thereby breaking
atomicity. As we explain in §6, the prepare-phase ensures this by
checking whether T still holds its locks; if not, it aborts T. It is also
possible for T to lose a lock due to a failure and then re-acquire the
lock by accessing G again before it finishes, perhaps via a different
callpath. In this case, T’s context will refer to two versions of G.
To handle this, if the union operation on T’s transaction context
has seen more than one version of any grain, it will abort T. This
also handles the rare cases mentioned in §2.1.3, where there are
multiple activations of G simultaneously.

6 COMMIT PROTOCOL
After a method that starts a transaction T completes without throw-
ing any exceptions, the runtime initiates the commit process by in-
voking the local Transaction Agent (TA) and passing it the complete
transaction context, which contains the full readset and writeset
(i.e., participant transactional grains) of T. Figure 6 illustrates the
full commit protocol.

Recall that the transactional grain state object has methods to
implement 2PC. The TA designates one of the participant grains as
the transaction manager (TM) of the transaction, which will be the
authority on T’s outcome. The TA then issues prepare RPCs to all
participants, except the TM. The RPC includes the identity of the
TM as one of its parameters. Each participant grain G that receives
a prepare RPC first validates that T still holds its lock, and if it is
part of the writeset, validates that it still has all the writes made by
T. If this validation passes, G immediately releases the transaction’s
lock on it, which allows other transactions to access G and take
a dependency on T (since T is not yet committed). T is now said
to be pending at G. Asynchronously, G will submit a write to its

transactional storage to record a prepare record for T, which persists
T’s writes as well as the identity of the TM to durable storage. If
and when that write returns successfully, and G has committed all
its pending transactions prior to T, G notifies the TM that it is done
with its prepare phase. Alternatively, if the validation fails, G rolls
back the writes of T and any subsequent pending transaction.

In parallel to the prepare RPCs, the TA also sends a commit RPC
to the TM. The TM handles that call similarly to how other par-
ticipants handle the prepare RPC, except it also has the additional
responsibility of deciding T’s outcome. The TM waits for all the
other participants to successfully finish their prepare phase. Af-
ter the TM receives notifications from all participants that they
have successfully prepared, it asynchronously submits a write to
its transactional storage to store the commit record for T. After that
write is successful, the TM replies to the TA so it can notify the
client that the transaction completed. Additionally, the TM notifies
all the participants of T’s outcome so they can clean up their logs
and mark T as no longer pending. The persisted commit record
includes the identity of all the transaction participants that need
to be notified, so that the TM grain can perform this duty despite
failures. Once all participants have been notified of the transaction
commit, the TM can remove the commit record from its storage to
reclaim space.

As illustrated in Figure 6, transactions that only touch a single
grain only need one RPC to commit, instead of the usual two rounds
of 2PC.

One subtle issue in Orleans’ commit protocol is that even read-
only participants have to go through the process of persisting a
prepare record. Recall from §2.1.3 that multiple instances of the
same grain might be active simultaneously in some failure cases.
It is therefore necessary to do a write to transaction storage to
perform an ETag check and ensure that the grain version read by
the transaction is indeed the latest and not a stale version.

Apart from the above considerations that arise from the early
release of locks, the recovery actions required when participant
fails, a storage write fails, or a message is lost are the same as in
other 2PC protocols. A detailed description appears in Chapter 7 of
Bernstein et al. [15].

6.1 Discussion
Orleans’ pipelined 2PC variant enables two major benefits. First,
transaction locks need not be held during the high latency 2PC.
Second, since persisting prepare and commit records to storage
is asynchronous, writes can be efficiently batched, enabling a dis-
tributed form of the group commit optimization. Together, these
reduce the contention of transactions dramatically and allow for
much higher transaction throughput despite the high latency of
2PC over cloud storage compared to a standard 2PL/2PC implemen-
tation.

On the other hand, a potential drawback of this design is that it al-
lows cascading aborts. However, since a transaction only releases its
locks after it has already finished executing, transaction program
failures and deadlocks are no longer possible. Hence, cascading
aborts only happen only due to server failures, e.g., a hardware or
operating system failure, which are relatively rare. Additionally,
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when a server S fails, there is significant delay in cluster reconfig-
uration, since other servers need to wait long enough to be sure
that S failed and is not simply slow. Then they must work around
S’s failure until S recovers. Thus, independent of the existence of
transactions, application execution will be disrupted. Cascading
aborts will add to the period of unavailability, but we argue that the
effect is incremental, not a fundamentally new effect to be coped
with.

7 RECONNAISSANCE QUERIES
A guiding principle in the design of Orleans transactions is to
avoid holding locks while waiting on high latency cloud storage
access. Orleans’ pipelined 2PC removes the latency of the commit
protocol from a transaction contention period. The other cause
of cloud storage access is reading grain state from storage when
activating a grain. Hot grains will typically have been activated by
the system and hence have in-memory instances. However, this
does not fully address the issue because a transaction might access
hot grains along with other cold grains that have not been recently
activated. There are several well-known techniques to work around
this problem [15]. For example, the programmer could manually
prefetch grains before executing the transaction. Another technique
is to ensure hot grains are the last to be accessed. This is beneficial
because it minimizes the execution time during which access to the
hot grains causes a conflict. Unfortunately, these are are not always
applicable, and they push a lot of complexity to programmers.

To deal with this problem in a general way, we added reconnais-
sance queries [23, 42], which is currently an experimental feature.
When a grain method is supposed to start a new transaction T, the
system can first start T in reconnaissance mode. In this mode, T
executes in lock-free repeatable read isolation. Transactional grains,
which are multi-versioned and keep track of stable, committed ver-
sions, return a known committed value to serve the read operations
without waiting on any locks. Any writes made by T in recon-
naissance mode are staged at the grain state, and discarded at the
end of execution. After the reconnaissance phase, the system then
starts T normally in lock-acquiring mode. Note that this does not
require any changes to the application code, and is done completely
transparently.

As shown in prior work [23, 42], it is rare for the readset of
a transaction to change between the reconnaissance query and
the actual transaction. As a result, running the reconnaissance
query serves the important purpose of activating the grains in the
transaction’s readset which ensures their state is loaded from cloud
storage prior to acquiring any locks. In the uncommon case where
the readset does change, transactions will potentially have to hold
locks while reading from slow cloud storage, but the system does
not face any correctness problems.

Reconnaissance queries have two main disadvantages. First, they
add to the query latency, although this additional latency does not
lead to increased the contention. Second, they require executing the
transaction logic twice before committing. While transactions tend
to be short, this could still be wasteful if the transaction is compute-
intensive, particularly in low contention cases. Hence, we allow
users to opt-out of reconnaissance queries on a per transactional
method basis.

Table 1: Single Silo Write Throughput.

Single Grain Two Grains

Writes (KTPS) 430 212
Persistent Writes (KTPS) 126 61
Transactions (KTPS) 46 11

7.1 Deadlock Avoidance
Since transactions in Orleans use locking for concurrency control,
the system must deal with the potential for deadlocks. Deadlocks
in Orleans transactions have been identified as a major source of
performance issues by prior work [34], and by our users. Further-
more, that they can occur at all is often a surprise for Orleans users
since locking is not explicit in the programming model.

The most general mechanism used in the system to handle dead-
locks is transaction timeouts, since these are required to handle
other possible failures. However, requiring transactions to wait for
the entire timeout duration to resolve deadlocks can be too slow
and in practice leads users to set their transaction timeouts to con-
servatively short values, resulting in many transaction aborts and
restarts.

By making all transactions acquire their locks in the same or-
der, we can prevent deadlocks. The system leverages the fact that
the readsets and writesets of the transaction are (approximately)
computed by the reconnaissance queries, prior to acquiring any
locks. After the reconnaissance query, the runtime will issue RPCs
to acquire the locks on the participant grains in a defined order be-
fore executing the transaction. A naive implementation of this idea
would require adding |readset ∪writeset| round-trips to time under
locks, which increases contention. Instead, as in prior work [23],
the Orleans runtime uses an RPC Chains [40] style approach, which
cuts the round-trips required roughly in half compared to the naive
approach. The way this works is that the lock acquisition RPC to
a grain contains an ordered list of subsequent grains that need to
be locked. When the silo locks a grain, it forwards the remainder
of the list to the next grain and so on until the last grain is locked,
which will then notify the first grain that all the locks have been
acquired, at which point the transaction execution can start.

It is again possible that the transaction’s readset or writeset
changes between the reconnaissance query and actual transaction.
We fall back to timeouts to resolve any potential deadlocks that
might arise as a result.

This ordered lock acquisition scheme can actually increase a
transaction’s contention period, because lock acquisition has to be
serialized. We allow the programmer to disable the scheme on a per
transaction basis. Note that there is no overhead for the common
case of transactions accessing a single grain.

8 EXPERIMENTS
In this section we study the overhead of transactions by comparing
transactional operations to regular persistent non-transactional
grains (§8.1) and the effectiveness of the pipelined commit protocol
(§8.2) using micro-benchmarks. We also evaluate effectiveness of
reconnaissance queries in Orleans using the Smallbank benchmark
(§8.3).
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All Silos and clients are running on Azure Standard D8as v5 VMs,
which promise 8 cores and 32GB of RAM. We use Orleans 7. Unless
otherwise stated, we use Azure Storage for grain persistent storage.
Throughput numbers are computed by running the workload for 5
minutes and taking the average.

8.1 Transaction Overhead
Transactions incur overhead since transactional state has to create
copies of itself to support rollbacks andmulti-versioning, in addition
to the RPCs and write needed for the commit protocol. To measure
that overhead, we devise a simple micro-benchmark. Grains in this
workload have a very simple 64-bit integer state. Each operation
can either write the state of one or two grains, selected at random
from a large universe of grains. In this experiment, storage for
grain state is in-memory, since we want to measure the overhead
of Orleans’ transactions operations, not the cost of IO.

The results are shown in Table 1. The first row shows the total
throughput for regular non-persistent grain operations, the second
row shows the throughput for the same operations when performed
with persistence, and the third row shows the throughput when
performed within a transaction.Transactions have significant over-
head compared to plain grain operations and even persistent grains.
One notable thing about the results is that the throughput of single
grain workload is significantly more than double the throughput of
the two-grain transaction workload. This shows that single-grain
transactions are significantly more efficient than multi-grain ones,
which is due to the transfer of coordination from TA to TM in the
single-grain case, as described in §6.

8.2 Single Grain Microbenchmarks
Hot data is a worst case for transaction performance and often
arises in practice. Orleans’ commit protocol is designed to support
high throughput for hot data. In this experiment we evaluate its
performance for a single hot grain and compare it to a standard
2PL/2PC baseline as well as non-transactional persistent grains.
The workload involves writing a single grain which has 1KB state.
We plot the results in Figure 7.

With its early lock release and pipelined commit, Orleans is
able to sustain much higher throughput than a baseline 2PL/2PC
implementation. Furthermore, it also greatly outperforms even the
throughput of non-transactional grain writes, which still have to
lock the grain for every individual write during the entire duration
of performing the write to cloud storage.

8.3 Smallbank Multi-Transfer
Here we use the Smallbank [7] benchmark to evaluate the effec-
tiveness of reconnaissance queries in addressing high contention
and deadlock aborts, by comparing the performance when con-
figured to use reconnaissance queries vs. a baseline where they
are disabled. SmallBank is an OLTP benchmark simulating basic
operations on bank accounts, and is a good fit for simulating ac-
tor workloads which are write-intensive and interactive [34]. We
use a similar setup to prior work [34]; in particular, we also use a
MultiTransfer transaction that withdraws money from one account
and deposits money to multiple other accounts in parallel. In this
workload, each account is modeled as a separate grain, and there
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Figure 7: Single Grain Throughput

are 10k accounts in total. The grains accessed by each transaction
are selected randomly using zipfian distribution. We vary the zipf
parameter to generate different levels of skewness to measure the
effect of contention. In a highly skewed workload, transactions
access only a small set of grains, which causes them to be highly
contended. We plot the throughput and abort rates under different
workload skewness in Figure 8.

Analysis. As expected, under low contention, the reconnaissance
queries in Orleans are mostly wasteful and consequently the base-
line configuration has better throughput. As contention increases,
however, they become crucial. Throughput of the baseline drops
significantly and deadlock aborts become frequent, even with a
modest increase in skewness, whereas the performance of the vari-
ant with reconnaissance queries holds steady and is able to avoid
deadlock aborts completely.

9 RELATEDWORK
Early Lock Release. Relaxing strict 2PL to increase concurrency
by releasing locks at earlier stages [38, 39] is a technique that was
applied to single-node databases with large buffer pools, since a
transaction may run in less time than it takes to log the transac-
tion’s commit record on stable storage [25], and was later rigorously
formalized and further developed in works like controlled lock vio-
lation [25] and Bamboo [27]. Distributed forms of this technique
were recently proposed to optimize performance in distributed
databases [26]. Orleans pioneered the use of a distributed form
of early lock release by releasing all of a transaction’s locks dur-
ing phase one of 2PC, and by tracking commit dependencies to
implement cascading abort. Conceptually this is also similar to
MongoDB’s speculative execution model [37].

Commit Dependencies. The notion of commit dependency
was introduced in the ACTA framework [19]. We know of two
prior works that use the concept.

In Speculative Locking (SL) [31], if a transaction 𝑇1 updates x
and a later transaction 𝑇2 reads x, then 𝑇2 speculates by having
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Figure 8: Smallbank Multi-Transfer Results

two incarnations, 𝑇21 that reads 𝑇1’s before-image of x and 𝑇22
that reads its after-image [42]. 𝑇21 and 𝑇22 both take a commit
dependency on𝑇1. If𝑇1 commits,𝑇22 is retained, else𝑇21 is retained.
The simulation study [31] of a distributed DBMS shows that SL gets
better throughput than 2PL by overlapping speculative executions
of𝑇2 with𝑇1, at the cost of more CPU load. By contrast, in Orleans,
𝑇2 only takes a dependency on 𝑇1 after 𝑇1 terminates so it has no
more CPU load.

Microsoft’s Hekaton uses a more limited form of commit depen-
dency [21]. It allows 𝑇2 to take a commit dependency on 𝑇1 if 𝑇2
started after𝑇1 finished execution and entered the validation phase
but has not yet committed. Thus, it benefits from overlapping 𝑇2’s
execution with𝑇1’s validation. Unlike Orleans, Hekaton is a DBMS,
not a programming framework, and is not distributed.

Deterministic Execution. Deterministic execution has been
explored as an alternative to distributed commit in systems such as
Calvin [42] and Aria [35]. Systems based on deterministic execution
typically have to restrict the programming model to one-shot stored
procedures, and need to know the transaction’s readset and writeset
ahead of time. This makes it impractical to adopt in a stateful middle-
tier system like Orleans.

Reconnaissance Queries. Reconnaissance queries were pro-
posed in deterministic database systems [41, 42] as a mechanism to
support dependent queries, which are queries whose read and write-
sets cannot be determined before executing the query. The idea is
to execute the query first in a low isolation mode to (approximately)
collect the identities of records accessed. Chardonnay [23] uses a
similar idea in order to prefetch the readset from disk into memory
before executing the transaction, and to schedule lock acquisition
to avoid deadlocks. We adopt this technique in Orleans.

Transactional Actor Frameworks. An earlier design of Or-
leans had a transaction mechanism based on multi-master repli-
cation [17]. It only provided snapshot isolation, not serializability.
It was dropped before Orleans was released because it performed

poorly and users found it too complex [13]. Akka is a Java-based
actor framework that has transactions, but only on a single ma-
chine [1]. Orleans is compared to Akka in Bernstein et. al. [13].
Snapper [34] is a transaction library for single-node systems based
on the Actor model, which enables deterministic execution for
transactions that can be labeled with their readsets and writesets,
while simultaneously supporting non-deterministic execution for
transactions where this is not possible.

Co-designing commit and replication. A typical implemen-
tation of 2PC on top of a consensus-based replication protocol
requires 4 round-trips to run the full 2PC protocol [47]. The ad-
ditional RPCs come from having to go through a leader replica
to perform replication. To eliminate these RPCs, TAPIR [47] in-
troduces a leaderless, inconsistent replication protocol (IR) and a
complex commit protocol that is tightly integrated with IR and uses
Optimistic Concurrency Control. This work is complementary to
ours, and in principle we could use TAPIR optimizations to reduce
2PC latency. Carousel [43] reduces latency by overlapping running
portions of the consensus and commit protocols, but limits the pro-
gramming model to only support two-round Fixed-set Interactive
transactions. Natto [44] builds on Carousel by introducing prioriti-
zation and scheduling techniques to improve performance for high
contention workloads.

10 CONCLUSIONS AND FUTUREWORK
We presented the design of ACID transactions mechanism in Or-
leans, an actor framework and platform that has evolved into an
actor-oriented database system. Orleans transactions have to be
distributed over external high-latency cloud storage, yet we have
shown how to mask the high latency of cloud storage using early
lock release, pipelined 2PC and reconnaissance queries to achieve
high throughput and good performance. We shared many experi-
ences from our journey to productionize transactions in Orleans,
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including how much considerations like extensibility, ease of de-
ployment and ease of integration with existing workflows often
trump pure performance once the system achieves performance
acceptable to customers.

There is much that can be done to extend this work. On the
research side, one could experiment with variations of our tech-
nique to identify further optimizations. For example, one could
try multi-version optimistic concurrency control, so transactions
can read or overwrite data that was last written by a still active
transaction. This should increase the maximum throughput when
the transaction conflict rate is low. On the practical side, it would
be beneficial to avoid deep copying the entire object state when
a small update is made to a big structure, e.g., a dictionary. One
way is to implement a custom transactional variation of the data
structure that can log and undo incremental updates.
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A ATM APP EXAMPLE

public interface IAccountGrain {
[Transaction(TransactionOption.Join)]
Task Increment(int amount);

[Transaction(TransactionOption.CreateOrJoin)]
Task<uint> GetBalance();

}
public class AccountGrain : Grain, IAccountGrain {

private readonly ITransactionalState<Balance> _balance;

Task Increment(int amount) {
return _balance.PerformUpdate(x => x.Value +=

amount);
}
Task<uint> GetBalance() {

return _balance.PerformRead(x => x.Value);
}

}
public interface IATMGrain {

[Transaction(TransactionOption.Create)]
Task Transfer(Guid from, Guid to, uint

amountToTransfer);
}
public class ATMGrain : Grain, IATMGrain {

async void Transfer(Guid from, Guid to, uint amount) {
var sender = client.GetGrain<IAccountGrain>(from);
var receiver = client.GetGrain<IAccountGrain>(to);
await sender.Increment(-amount);
await receiver.Increment(amount);

}
}
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