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ABSTRACT
Based on the diversified application scenarios at Ant Group, we
built the Ant Knowledge Graph Platform (AKGP). It has constructed
numerous domain-specific knowledge graphs related to merchants,
companies, accounts, products, and more. AKGP manages trillions
of structured knowledge graphs, serving search, recommendation,
risk control and other businesses. However, as the demand increas-
ing for various workloads such as graph pattern matching, graph
representation learning, and cross-domain knowledge reuse, the
existing warehouse systems based on relational DBMS or graph
databases are unable to meet the requirements. To address these
issues, we propose KGFabric, an industrial-scale knowledge graph
management system built on the distributed file system (DFS). KG-
Fabric offers a nearline knowledge storage engine that utilizes a
Semantic-enhanced Programmable Graph (SPG) model, which is
compatible with the Labeled Property Graph (LPG) model. The
data is persistently stored in DFS, such as HDFS, which leverages
the POSIX file system API, making it suitable for deployment in
multi-cloud environment at low cost. KGFabric provides a native
graph-based and hybrid storage format that can serve as a shared
backend for parallel graph computing systems, significantly ac-
celerating the analysis of multi-workload. Additionally, KGFabric
includes a graph fabric framework that minimizes data duplication
and guarantees data security.

KGFabric is able to manage Peta-scale data and has supported
graph fabric and analysis with over 100 billion relations at Ant
Group. We conduct experiments on various datasets to evaluate the
performance of KGFabric. Compared with popular relational DBMS
and graph databases, the storage space for semantic relations is
reduced by over 90%. The performance of graph fabric improves by
21× in real-world workloads. In multi-hop semantic graph analysis,
KGFabric enhances performance by 100×.
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Figure 1: The semantic enhancement from LPG to SPG

1 INTRODUCTION
Knowledge Graph (KG) was introduced by Google in 2012, primar-
ily for search system [27]. As a novel approach to data management,
KG leverages the combination of graph structure and knowledge
semantics to model, manage, reason, and make decisions about
the real world. This method has been widely used in many indus-
tries [1, 44], especially in fields such as finance, public security, and
medical care where enterprise data is rich and interconnected. With
the diversification of scenarios, Industry-scale KGs face more chal-
lenges [1, 52] including knowledge acquisition and disambiguation,
large-scale dynamic knowledge management, cross-domain knowl-
edge reuse, data security and privacy, complex graph analysis, and
graph representation learning.

AKGP manages a huge structured knowledge repository, which
is constructed from two types of data sources: a large amount of
structured data, such as user preference tags and transaction events,
and a smaller volume of unstructured data, such as news articles.
To process unstructured data, we use the knowledge extraction
tool OneKE [30]. The generated structured knowledge is classified
into three categories: entities, concepts [16, 41], and events. Entities
represent objective facts of multi-dimensional structures, such as ac-
counts, merchants, companies, and their associated properties and
relationships. Correspondingly, concepts represent abstract classes,
which are the induction of facts from the specific to the general.
They serve as taxonomic representations of a set of facts, such as
product categories, user groups, administrative divisions, etc. With
continuous enhancement of semantics, more and more relation-
ships are established between entities and concepts in different
knowledge graphs. Figure 1 shows how this semantic enhancement
increases the density and connectivity of graph data, facilitating the
exploration of potential relationships between persons and prod-
ucts. Events can capture dynamic behavior and reflect the state of

3841

https://doi.org/10.14778/3685800.3685810
https://creativecommons.org/licenses/by-nc-nd/4.0/
mailto:info@vldb.org
https://doi.org/10.14778/3685800.3685810


things in different spatial and temporal intervals, such as industry
events, and user behavior events.

Figure 2 shows KGs of specific domains managed by KGFab-
ric in Ant Group. The slogan of KG is "things, not strings". These
KGs utilize accurate domain types for entity and event property
values, such as IndustryCategory, Brand, and more. There are also
relationships between concepts such as hypernyms, hyponyms,
combinations, and causality. By standardizing the types of property
values, we enable connections across entities of different domain
KGs through public concepts. This capability is particularly valuable
for characterizing and gaining risk insights into long-tail merchants
which may have sparse relationships within the graph structure. Es-
tablishing relationships between entities in different KGs is indeed
an efficient way to achieve cross-domain data interconnection, such
as the (red) connection between Company and Merchant in Fig-
ure 2. Furthermore, entity fusion techniques can be employed to
implement a cross-domain data fabric. For instance, by identifying
identical accounts, connections can be established between Black
Market KG and Merchant KG.

Previously, we used ODPS [45] (i.e. relational warehouse of Al-
ibaba Cloud platform) and graph databases like Neo4j [48], as the
underlying architecture for managing KGs. However, these sys-
tems do not sufficiently meet the following needs. (1) Cross-domain
KG Fusion and Security: Financial data is distributed in multiple
domains and needs to support heterogeneous graph fusion. The
fusion process requires privacy field discernment and encryption
to ensure data security, which are lacking in existing graph engines.
While Neo4j has proposed graph federation, it only supports the
union of homogeneous entities and lacks data conflict resolution
capability. ODPS can achieve data fusion through multi-table join,
but its scalability and multi-hop analysis performance are bottle-
necks. (2) Semantic-enhanced Graph Storage and Computation: The
entity-centric basic relations and concept-centric semantic relations
have different graph densities, as shown in Figure 13. LPG-based
graph engines lack effective support for semantic models, resulting
in the difficulty of achieving high-performance analysis of semantic
graphs. Resource Description Framework (RDF) possesses strong se-
mantic characteristics and has been extensively studied in academia
as a solution for managing KGs. However, it has not widely applied
in large-scale industries. We will discuss the limitations of related
systems or solutions in Section 8. (3) Schema Evolution: As busi-
nesses grows, schema evolution is needed to enhance data connec-
tions. Graph engines that use LPG face challenges in ensuring data
consistency between vertices and edges during updates. For exam-
ple, transforming Person.city property into a relationship requires
adding an entity City and a relationship Person-[locateAt]->City,
while deleting Person.city.

KGFabric focuses on developing an industrial-scale knowledge
graph management system in finance and multi-domain scenarios.
The paper identifies the following as its main contributions.

• We propose a highly scalable KG storage engine based on
DFS, which incorporates the SPG [54] model to extend
semantic relationships between entities, events, and con-
cepts. The engine offers a native graph-based storage and
automates triple indexing to enable connections between
entities and concepts, and utilizes multi-indexing and time

Figure 2: Multi-domain knowledge graphs in Ant Group

Figure 3: The architecture of KGFabric

slicing to optimize query performance in eventic graphs.
Furthermore, our architecture employs an LSMTree-based
design for handling streaming and batch updates.

• We introduce a distributed graph fabric framework which
supports cross-tenant encryption and fusion of heteroge-
neous KGs. This framework enables the creation of virtual
graph views and user-defined operators. In the process of
merging relations and properties, conflicts are resolved by
using linking and fuse operators. Generally, linking opera-
tor can be a rule expression or an NLP-based entity similar-
ity algorithm, and fusion operator uses rule expressions.

• We present a shared backend for parallel graph analysis
systems like GeaFlow [57] and GraphX [26], to support var-
ious KG workloads, including second-level latency OLAP
and graph pattern matching [14, 17] with over 100 billion
relations. The backend eliminates data shuffling and trans-
formation overhead during the graph partition stage.

The paper’s organization is as follows: Section 2 outlines the system
architecture and design. Sections 3 and 4 describe the data model
and the storage engine. Section 5 introduces the cross-domain
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Figure 4: The query planning of KGFabric

graph fabric framework. Section 6 discusses the solutions for vari-
ous graph workloads and query optimizations. Section 7 presents
the evaluation results, comparing KGFabric with Neo4j [48] and
ODPS [45]. Sections 8 and 9 discuss related work and conclude the
paper, addressing future research directions.

2 OVERVIEW
KGFabric facilitates the creation of a large-scale data fabric within
semantic-enhanced graphs, enabling efficient management for en-
terprise data with complex connections, multi-source, dynamic, and
temporal characteristics. The architecture of KGFabric, as shown
in Figure 3, includes storage engine, graph fabric framework, back-
end and distributed tools for data reading/writing.

At the storage layer, The data from different domains is persis-
tently stored in separate DFS clusters or directories. Data isolation
and management are achieved through namespaces. MetaServer
offers CRUD services specifically for metadata management, in-
cluding schema, namespaces and task manager. It can be easily
deployed on K8s-based cloud services such as SofaStack [63]. We
provide directory-level versions and schema-level MVCC to vali-
date data updates in pre-release environments, including scenarios
such as dynamic graphs, semantic evolution. The features support
task-level resolution of conflicts arising from read-write and write-
write operations. We offer a nearline storage architecture based on
LSMTree[40], which supports incremental updates of graph data,
and leverages offload compaction [2] to optimize read amplifica-
tion. To achieve low-latency random reading and high-throughput
distributed scanning, KGFabric employs a block-based persistent
storage architecture. This approach is similar to disk-based storage
engines like RocksDB [19]. As shown in Figure 4, the persistence
layer consists of two types of files: PGFile (Property Graph format
File) and SGFile (Semantic Graph format File), which consist of
multiple PGBlocks and SGBlocks. Each block stores the relations,
properties, and indexes of a continuous range of vertexIDs. We uti-
lize PGBlock Iterator and SGBlock Iterator to read the blocks, and
merge different graph formats by PGJoin (Property Graph format
Join) and SGJoin (Property Graph format Join). SPG Executor com-
municates with MetaServer and generates a multi-namespace fabric

Figure 5: Data model of SPG

plan, called GMT (Graph Merge Tree). GMT is used to generate a
complete graph data structure.

The shared backend offers graph-structured query or scan APIs.
The APIs enable on-demand access to the data managed by KGFab-
ric in parallel graph computing systems like GeaFlow [57], while
supporting graph query languages such as Gremlin [61]. The query
API is designed to support multi-hop KG OLAP, which involves
traversing the graph step by step, starting from several vertices. It
is particularly useful for ad-hoc visual graph analysis, such as anti-
fraud cases. The scan API is employed for parallel-graph computing,
like detecting cycle pattern. It allows for the specification of parame-
ters like workerNumber and workerIndex, enabling the loading and
processing of subgraph data on different workers. This capability
supports edge-cut [43] and vertex-cut [25, 26] partition. To enhance
performance, the backend provides configurable caching options,
which include replica caching for meta data and LRU caching for
data blocks. The importer is an incremental bulkload tool that can
run on various big data platforms like Hadoop [32] and Flink [22].

KGFabric, a storage-computing separated architecture, is well-
suited for nearline and offline management of graph data, providing
scalability, high-throughput and cost-effectiveness. KGFabric also
has following limitations and design compromises. (1) Schema Con-
straints: KGFabric enforces a strict schema for domain-specific KGs
in finance, improving knowledge accuracy and storage compression.
However, this approach is not friendly to schema-free KGs with
dynamic properties and predicates. Some graph databases, such as
Neo4j, support schema-free. (2) Throughput and Latency Tradeoff :
Our nearline LSMTree-based [40] storage architecture supports
maximum updates of over 100 billion graphs per day. The Shared-
Backend supports parallel graph analysis systems, like GeaFlow, for
multi-workload KG Analysis. However, a large number of real-time
read and write operations may not be efficient in this architecture.
(3) Version Control: KGFabric offers directory-level versions for cen-
tralized data management of streaming window and batch updates
in DFS, providing cost-effectiveness and scalability. However, fine-
grained transaction capabilities, available in graph engines like
LiveGraph [71], are lacking.

3 DATA MODEL
The data model of KGFabric is SPG1, which supports three types of
graph model: Entity, Concept, and Event, as shown in Figure 5.
1SPG is an industrial semantic framework and has been jointly released by Ant Group
and OpenKG at the CCKS conference on August, 2023
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Figure 6: the LSMTree-based architecture on DFS

1 Entity: It is represented as entityType and properties, similar
to the nodes in Neo4j. The entityType denotes the entity
class, such as User, Shop, etc.
1.1 properties consist of multiple <name, value> pairs. The

value can be basic types such as integers, doubles,
strings, or semantic types like standardized or con-
cept class. It also supports List. For instance, the sports
preferences of an user include basketball, tennis, etc.
Unlike LPG, the semantic property will be converted
into a relation by default. For instance, when the prop-
erty values of User.email are identical between two
entities of User type, semantic relations can be estab-
lished between the two entities.

1.2 relation is expressed as <relationName, sourceType, tar-
getType, properties>. It is similar to the edges in Neo4j,
connecting different entity instances.

2 Concept: Concepts [16] represent abstract collections of
entities, such as user preference categories, which are rel-
atively static and reusable. The concepts are represented
as a hierarchical graph structure connected by predicates
such as hypernyms and hyponyms, typically forming a tree
structure. A concept instance consists of conceptName and
parent. The parent indicates the hypernyms concept. It is
possible to have duplicate conceptNames, but the paths gen-
erated by traversing hypernyms relationships to the root
concept will not contain duplicates.

3 Event: As a special type of entity, event is represented as
<subject, objects, eventTime, properties>, and it can support
HyperEdge [21, 38]. The eventTime indicates the timestamp
when the event occurs, that is usually used as a condition
for query expressions. The subject and objects represent
multiple elements associated with the event. For instance,
TransactionEvent may be associated with entity objects
such as User, Shop, Goods and AOI (Area of Interest).

4 STORAGE ENGINE
Instead of using Write Ahead Log (WAL) by online graph databases,
we offer nearline LSMTree-based [40] storage architecture. We exe-
cute multiple import tasks to handle high throughput write requests,
and employs offload compaction [2], which reduces the impact of
serialization and IO operations on read performance. The storage
layer of KGFabric implements a hybrid storage to support SPG mod-
els. Semantic graph storage adopts triple index [3] solution used
in RDF storages such as Jena-TDB [55]. We also optimize massive
storage redundancy and update efficiency of triple index. Property

Figure 7: The data layout

graph storage employs a CSR(Compressed Sparse Row) solution,
similar to LLAMA [42] and LiveGraph [71]. We also supports super-
vertex (i.e., vertex with a large number of neighbors) sharding and
temporal graph.

4.1 LSMTree-based Architecture
Figure 6 shows the storage architecture in KGFabric, which consists
of two layers in DFS: the base layer and the delta layer. The importer
tasks can handle different data sources. The delta layer is divided
into two levels: level-0 and level-1. Level-0 is primarily utilized for
streaming updates, where data is received frommessage queues like
Kafka. In this situation, data is persisted through minutely mini-
batches. Periodic (e.g., Hourly) compaction is executed to compact
the level-0 data into the level-1. For frequent mini-batch tasks at
level-0, we also use tiering merging [40] strategy. Batch processing
is employed for data obtained from Hive or ODPS. We merge tasks
to control the number of delta files in the level-1. In Ant Group, more
than 1,000 tasks per day are scheduled. The compaction strategy
effectively controls IO amplification of query within 5×, while also
keeping IO amplification of scan within 1.6×, due to the updating
data size of importer tasks being <10% of the base.

KGFabric has a directory-level version manager, that can resolve
mutual exclusion problems related to task-level read and write
operations. Whenever a new data directory is generated, it creates
a new version file called "version.$ID". This version file maintains
a checkpoint pointer. By using a Timestamp, the corresponding
version ID generates, which can access the data at any snapshot.
The "current" file always keeps track of the latest version ID.

Figure 7 shows the data layout of KGFabric, which follows a
directory tree structure.It consists of various types, as follows.

(1) Namespace: It isolates and manages graph data from dif-
ferent domains. The metadata of namespace is managed
by MetaServer, including tenant information, DFS cluster
details, directory names, etc.

(2) RelationGroup (RG): RG is responsible for managing data
groups. It includes grouping by entity or relation types and
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Figure 8: The hybrid storage format on DFS file

indexing slices of time range. RG is similar to Column Fam-
ily [9], providing IO optimization. For example, the large-
scale relation MKG.User-[visit]->MKG.Shop is configured
as an independent RG to enhance data update and com-
paction efficiency. MKG.User stores properties and other
relations related to entities of MKG.User. The "manifest" file
records the metadata of RGs and the range of vertexIDs/<s,
p, o> in KGFiles (i.e., PGFiles or SGFiles) in RGs.

(3) base_%Y%m%d: It manages periodical snapshots. The RG di-
rectory of static data in the base layer is only a soft link that
points to the corresponding RG directory in the historical
base layer, as it does not exist in the delta layer.

(4) delta_%Y%m%d: It manages incremental data for a specific
period, typically with one directory created per day.

(5) streaming_%H%M: It manages streaming data, with mini-
batch directories created at regular intervals, such as 10
minutes.

(6) batch_$jobID: It manages batch imported data by mapre-
duce or flink jobs.

4.2 Property Graph Storage
Property graphs is stored in PGFiles, which consists of PGBlocks,
Block Index and Footer, as shown in Figure 8a. Footer is a fixed-
length section that stores information such as format version. Block
Index maintains the offset of PGBlocks in DFS file. PGBlocks are
sorted by vertexID. To find the PGBlocks of the desired entity, we
utilize a binary search on the block index. The block size varies
according to data type and graph density, usually from 64KB to
1MB. For example, a smaller block size is set for a simple graph,
and a larger block size is set for a dense graph. PGBlock consists
of VertexTable, EdgeTable (incoming and outgoing), and Proper-
tyTable (for vertices and edges). VertexTable and EdgeTable utilize
a CSR format to compress temporal graph data. PropertyTable sup-
ports row or column storage, such as column storage for encoded
semantic properties. PropertyTable includes a bit matrix to identify
property cells with NULL value. BlockHeader records the offsets
of different tables in the block. The block is the writing IO unit,
while the tables act as the compression unit. The format supports
on-demand reading of property and edge tables.

Figure 9: The high-degree vertices storage and processing

The incoming and outgoing edges from a super-vertex cannot be
stored in one block. To address this, we propose splitting the edges
of the super-vertex into multiple blocks. Block index records the
range of <s, p, o> (equivalent to <vertexID, relationType, targetID> in
LPG) for each block. This approach allows for precisely calculating
the blocks in which different types of relations within a super-vertex
are stored. Splitting boundary blocks is possible when converting
physical blocks to memory graph structures. As shown in Figure 9,
the data of relationB of vertexID2 store in physical blocks #1 to
#95. The boundary blocks #1 and #95 will trigger splitting. This
solution is beneficial for sequential writing, enhancing IO efficiency
of query limits by relation types, and vertex-cut graph partition.

4.3 Semantic Graph Storage
Semantic graphs include Concept graphs and Eventic graphs. Con-
cept graphs have three storage components, as follows.

❶ Dictionary. It maintains the mapping between ConceptName
and ConceptID, storing them in distinct DFS files according to
concept types. We use LogStructure [40] storage to support effi-
cient updates. The structure of log records consists of actionFlag,
ConceptID, nameSize, nameStr, and parentID fields. The action-
Flag identifies add/delete/modify operations. ConceptID is sequen-
tially encoded, and deleted IDs are not recycled. The nameSize and
nameStr record the variable-length concept name, only storing the
leaf (e.g., "Hangzhou"). The parentID records the ID of hypernyms
concept, enabling the generation of complete paths (e.g., "China-
Zhejiang-Hangzhou") by tracing to the root. Concept trees are
typically characterized by small-scale and low-frequency updates,
and have tens of million concept instances in Ant Group. Subtrees
are loaded by concept type and persisted in batches to ensure the
atomicity of ID encoding.

❷ Semantic Property. It stores only the ConceptID in PG-
Block, which allows for linking to a unique concept instance. This
approach reduces the storage cost compared to physical edges be-
tween entities and concepts. The storage space required for one
ConceptID is typically 2-8 bytes. With varint compression, most
ConceptIDs only require 2 bytes, whereas graph databases like
Nebula [69] consume 30 bytes for each edges. Additionally, we can
decode ConceptID from the dictionary and get the property value.

❸ Triple Index. It enables connections from concepts to enti-
ties and stores in SGFiles. As shown in Figure 8b, SGFile is com-
prised of SGBlocks. each SGBlock consists of TripleTable and Prop-
ertyTable. TripleTable stores many semantic relations, which can
have properties such as confidence score. The concept graph being
dense, we have implemented a bitmap index based on RBM (Roar-
ing BitMap) [15]. This approach aims to enhance the compression
rate and computing performance of the semantic graph. Figure 10
shows how the bitmap index is utilized through bitwise operations
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Figure 10: A combining-concepts query based on triple index
and bitwise operations

such as AND/OR/NOT, along with buckets-based parallel computa-
tions. These operations help accelerate the complex graph queries
of combining concepts conditions. It also supports graph partition
techniques such as vertex-cut and ghost vertex (redundant target
vertex in each worker). We store spo (Subject-Predicate-Object) and
ops indexes. Semantic properties support the spo index, while RG
supports predicates groups to achieve the effects of the pos and
pso indexes. In industrial scenarios, the predicate (or relationName)
is typically utilized as a query condition rather than a matching
result. Therefore, we do not construct osp and sop indexes. In ad-
dition to reducing storage space, this approach improves index
update efficiency and consistency. When a semantic property is
updated, it triggers the update of triple indexes. Updating the ops
index requires a read-modify-write (RMW) operation. For instance,
when "John-[p:prefers]->Football" is changed to "John-[p:prefers]-
>Tennis", three operations are needed: (1) read relation (i.e., spo)
"John-[p:prefers]->Football", (2) delete ops <Football, p:prefers, John>,
and (3) add ops <Tennis, p:prefers, John>. We offer the BaseJoin
mechanism, which uses a sort-merge join algorithm to convert
RMW operations into sequential reads and writes. The mechanism
improves the throughput of triple index updates and supports over
100 billion RMWs per day. However, if we use graph database, to
ensure that query latency is not affected, the RMW operations are
limited to less than 100 million per day.

Eventic graphs have two storage components: ❶ Multi-index,
which is employed to facilitate the connections of types of entities
to events, includes <entityType1, p1, eventType>, <entityType2, p2,
eventType>, etc. ❷ Time slice. It enables queries based on windows
and other timing diagrams, and TTL (Time-to-Live). The events and
their indexes are divided into multiple slices based on eventTime.
However, as the number of slices increases, the efficiency may
decrease due to IO amplification. To avoid accessing invalid slices,
we generate a bloom filter for each slice’s related entities.

4.4 Updates and Versions
Schema updates may require data conversion. For instance, chang-
ing property typeswill trigger the construction of SGFiles.MetaServer
provides schema-level MVCC to handle conflicts between adaptive
schema updates and data import. Evolution jobs (i.e., E-Jobs) related

Table 1: Schema-level MVCC (* timestamp refers to job start
status. I-Job and E-Job refers to importer and evolution job).

(a)

status ST DT

Initial T0 T1
I-Job start T0* T2*
E-Job start T3* T1*
E-Job finish T3 T1
I-Job finish T0*<T3
trigger E-Job’ T3* T2*
E-Job finish T3 T2

(b)

status ST DT

Initial T0 T1
I-Job start T0* T2*
E-Job start T3* T1*
I-Job finish T0 T2
E-Job finish T1*<T2
trigger E-Job’ T3* T2*
E-Job’ finish T3 T2

to the same property must be executed sequentially. To manage
schema and data versions, each property is associated with two
timestamp fields: ST and DT. ST records the schema version, while
DT records the data version. Importer jobs (i.e., I-Jobs) update DT,
and E-Jobs update ST. As shown in Table 1a, when the I-Job is
executed, if there is an E-Job update ST, it will trigger the automatic
execution of an E-Job for the imported data at time T2. Table 1b
describes another situation. If the I-Job updates DT during the exe-
cution of the E-Job, it will also trigger another E-Job task for the
data produced during (T1, T2]. Despite the low frequency of E-Job,
it may be continuously triggered without successful completion,
such as in streaming import scenarios. This could block new I-Jobs.

As concepts change can affect the graph distribution, such as
mount rate (number of semantic relations / number of properties), it
is necessary first to verify the impact in a pre-release environment.
Unlike costly snapshot setting for rollback in Relational/Graph DBs,
we utilize directory-level versions to achieve this. We use "cur-
rent.online" file and "current.pre-release" file to point to different
concept dictionaries and data directories, enabling isolation of the
impact of concept changes on online graphs. When resulting in an
increased mount rate, the ID record of current.online file is modified
and points to the new concept dictionary.

5 GRAPH FABRIC
Traditionally, data fabric in relational warehouse and graph data-
base is achieved through data copying between clusters. In contrast,
we provide a graph fabric framework to reduce the cost of data
copying. Firstly, source entities are selected from different names-
paces. These source entities can generate a fusion entity (called
FusedType) through link and fuse operators.When reading data, the
graph structure of FusedType is constructed by GMT, that enables
the connection of source entities.

5.1 Graph View
The graph view defines three components that facilitate cross-
namespace data interconnection.

(1) FusedType: This component represents a fused entity
type, which includes its corresponding source entity types
(SourceType1, SourceType2, etc.) from different namespaces.
FusedType incorporates the relations and properties from
the source types. It is notable that FusedType is a virtual
entity and not persistent data.

(2) LinkOp: Link operator is responsible for identifying simi-
lar entities from different KGs. It utilizes techniques such
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Figure 11: Distributed graph fabric. SPG[i] refers to the prop-
erties, basic and semantic relations of Entity[i]

as user-defined rules, and text/LBS(Location-Based Ser-
vices)/vector similarity. To accomplish this, we can leverage
search engines like ElasticSearch.

(3) FuseOp: Fuse operator merges two or more source entities
into one entity. It handles the logic for combining properties
and relations. The operator can define QLExpress [59] rules
for merging and resolving conflicts among source entities.

We also provide a SQL-like method (similar to GQL [29] or
TypeQL [67]) for creating graph view and supporting user-programmable
operators through Java/Python interfaces, as follows.
CREATE LINK OPERATOR linkusers {

main_class:"com.alipay.kgfabric.view.UserLinker"
jar:"kgfabric-operator-linker-1.0.0-shaded.jar"

}
CREATE FUSE OPERATOR fuseusers [type=RULE params=e1,e2,e3] {

$e3.name = ($e1.name != NULL) ? $e1.name : $e2.name
$e3.prefers = union($e1.prefers, $e2.prefers)
($e3)-[transfer]->($e3) = copy(($e1)-[transfer]->($e1))
($e3)-[visit]->Shop = copy(($e2)-[visit]->(Shop))

}
CREATE GRAPH VIEW fabricview {

(e1:SourceType1)-[transfer]->(e1) AS r1
(e2:SourceType2)-[visit]->(Shop) AS r2

} WHERE {
e1.age>30 and e2.age>30 and r1.amount>100 and r2.count>1

} WITH OPERATOR {
linkusers(e1, e2, FusedType)
fuseusers(e1, e2, FusedType)

}

5.2 Graph Merge Tree
Graph analysis system invokes query/scan API to access KGFabric.
SPG Executor parses the query conditions and generates the GMT,
which consists of graph join and graph fabric. GMT is a multi-
way tree, and graph fabric stage may perform nested processing.
Algorithm 1 shows the GMT’s post-order traversal algorithm. If the
entity is a FusedType, a recursive traversal is performed on that
entity. Otherwise, a one-hop query is executed on the entity. Graph
join is triggered by the query, involving PGJoin and SGJoin, which
are responsible for merging hybrid formats in RGs of the delta and
base layers. After collecting the entities and relations of all children,
the rule of FuseOp is executed to generate the fused graph.

In query processing of the FuseOp, the FusedType can be used as
the source or target vertex. However, it is notable that the specified
fused entity C and its source entities A and B cannot appear in one
graph structure. The in and out edges of A and B will become the
edges of C. For example, r1:A->X and r2:V->B will be transformed

Algorithm 1 GMT-traversal
Input: V← graph view, e← query entity, x← isMultiTenant(V, e)
Output: g← fused graph

if e = FUSEDTYPE then
G’← ∅
for s ∈ SourceTypes do

g’← GMT-traversal(V, s)
G’.append(g’)

end for
rule← FuseOp(V)
g← rule(G’)

else
g← query(e)
if x = TRUE then

encrypt(g)
end if

end if
return g

to r1’:C->X and r2’: V->C. Similarly, the ring edge r:A->A or r:B->B
will be transformed to r’: C->C.

GMT has two execution modes: Fuse on Read (FOR) and Fuse on
Write (FOW). In FOW mode, the GMT is executed when the source
data is updated. This mode provides low-latency querying but may
result in data redundancy and does not support FuseOp updates. The
FOR mode executes the GMT during the read operation, reducing
storage redundancy and enabling FuseOp updates. In graph analysis
applications (e.g., KG OLAP), the FOR mode is commonly used. the
FOW mode is high-cost and inflexibility, so it is only used in ultra-
low latency online scenarios.

The LinkOp includes two types: IDE (ID Equivalent) and UDL
(User-Defined Link). IDE is a situation where multi-domain enti-
ties share the same primary key but have different properties or
relationships. For example, the primary key of BMKG.User and
MKG.User are based on the alipay account ID. As Figure 11a shows,
in IDE situation, execute fuse operators by local-join. UDL refers
to linking entities based on custom rules or algorithms, such as
vector similarity. The UDL generates linkpairs (the linked entity
IDs) randomly. As shown in Figure 11b, remote-join is performed
through random reading across workers. To reduce I/O operations,
configuring a block cache can be beneficial. In dense scenarios with
numerous linkpairs, we employ a technique called rindex (Resorted
Index) to convert remote-join to local-join, which can speed up the
fusion. As shown in Figure 11c, the rindex only stores data of the
source entities, such as TypeB fused with TypeA. It only resorts
and stores the entity data of TypeB in the linkpairs.

5.3 Data Security
We provide permission control at the property level, allowing users
to set permissions for reader, writer and manager. In order to create
a graph view, users must apply for the read permissions. We have
integratedAntPrivacy encryption interface into our SDK to enhance
data security. This interface can identify fields that contain personal
privacy information, such as certNo. Before graph fabric stage of
GMT, the query graph is encrypted, as shown in Algorithm 1. The
encryption key depends on the tenant of the reader. Consequently,
the encryption keys for different domain KGs in the graph fabric
stage remain consistent and do not interfere with the local-join
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operation of FOR. This solution enables efficient cross-domain data
fabric while ensuring the confidentiality and integrity of the data.

Even though the entity properties are encrypted, some graph
analysis tasks, such as detecting cycle patterns and multi-hop in-
direct associations, can still be accomplished. The permission con-
firmation and decryption are completed in real-time interaction
with AntPrivacy Service, and we strictly adhere to the minimiza-
tion principle. For example, in the case of abnormal graph patterns,
only the properties of Accounts that can assist the public security
anti-fraud investigation will be allowed to be decrypted.

6 GRAPH ANALYSIS
We utilize a centralized approach based on DFS to manage knowl-
edge graph data effectively, and provide a shared backend for graph
analysis systems like GeaFlow [57], enabling support for graph anal-
ysis multi-workload in financial scenarios. Presently, we support
two graph analysis languages, Gremlin [61] and KGDSL2.

6.1 The Workloads
The applications and characteristics of various KG analysis work-
loads in Ant Group, as follows.

KG OLAP. It is commonly used in ad-hoc graph analysis sce-
narios, for example, ❶ transaction tracing for anti-fraud cases.
With over 1 billion transaction events daily in Ant Group, we en-
counter frequent data updates and high timeliness requirements,
requiring queries with second-level latency and traversal of 2 to
10 hops. The depth of transaction tracing significantly impacts the
recall rate for target accounts, with the recall rate rising from 60.67%
to 99.98% as the depth of transaction tracing increases from 2 to
10. ❷ pairwise paths analysis. Often used to discover indirect
associations among entities such as merchants, companies, it is
also applied in interpretability of link prediction. When identify an
increasing number of entity pairs, batch calculations is required for
optimization.

KG OLAP focuses on request latency. So we deploy resident tasks
or services to support users initiate real-time query requests. For
KG OLAP, we perform random read KGBlocks (i.e., PGBlocks or
SGBlocks). A 1MB KGBlock can store over 100,000 compressed rela-
tions, handling most one-hop queries. The super-vertex processing
supports truncation based on relation type, and parallel query of
multiple neighbors.

GPM (Graph PatternMatching). It is applied in complex graph
analysis scenarios. For example, ❶ detecting anomaly patterns
for identifying risky merchants. Mining cycle, many-to-one,
one-to-many, and other graph patterns in transaction graphs can
facilitate the detection of money laundering and fraudulent mer-
chants. Cycle pattern is a significant and representative type of
multi-hop GPM workloads. ❷ semantic crowd analysis. It refers
to identifying target users based on user tags and the relationships
between these tags. Tags are mapped to concepts, and relation-
ships are established between these concepts. For example, when
providing marketing recommendations for NBA-related products,
inputting the NBA tag can lead to the discovery of tags associated

2KGDSL is a GQL-like KG-reasoner language developed by Ant Group. It is suitable
for symbolic representation of logic rules. The paper will not go into details.

with different concepts, such as basketball, etc., through combining-
concepts and multi-hop reasoning. This helps to expand the recall
of relevant users. Additionally, this approach supports cold start
recommendation scenarios without any seed users.

In GPM tasks, a large number of vertices are involved in graph
computation, necessitating high throughput. The super-vertex pro-
cessing includes vertex-cut or properties filtering/truncation to
enhance patterns recall. Presently, AKGP manages hundreds of
tasks, with the largest graph scale reaching 100 billion. When the
number of starting vertices reaches 1 billion, the QPS can reach
tens of millions. GPM tasks frequently employ algorithms such as
binary join and worst-case optimal join [14, 46], requiring high-
throughput access via parallel graph computing. The runtime of
GPM tasks is approximately within 10 hours, and the tasks are
executed periodically.

6.2 Query Optimization
We offer a shared backend for different graph analysis tasks. It en-
ables parallel graph computing through graph partitioning, utilizes
a backend cache to enhance query throughput, optimizes graph
operator performance through pushdown, and supports zero-copy
serialization to reduce memory and CPU consumption.

Graph Partition. GPM task consists of two stages: partition and
iteration. Partitioning involves loading a portion of KGBlocks from
DFS into the local disk andmemory of the workers to improve query
throughput. KGBlocks represent the graph format and support Map-
only distributed loading. In contrast to relational warehouses like
ODPS [45] or Hive [35] that require data shuffling to build vertex
set and edge set, KGBlock enables continuous storage of vertexID
ranges, and allows for edge-cut [25, 26] partitioning, with better IO
balance based on block size. In caseswhere a super-vertex has a block
array, it can be divided across multiple workers to support vertex-
cut [43] partitioning. By default, the business primary key is the
entity ID, such as alipay account ID. To enhance graph storage and
partitioning locality, we also support the use-defined ID generator,
such as the 30-level S2CellID [28] of AOI center point, and graph
embedding.

Backend cache. It consists of meta and data cache. The meta
cache reduces access to the metafile of RGs and block index. In
the case of KG OLAP, supported by resident tasks or services, the
watcher triggers the update of the meta cache when the current
version switches. In the case of GPM, the version is determined, and
the meta cache is preloaded when the task starts. The data cache
employs a dual-layer approach with disk and memory caches. The
disk cache as a files cache cannot swap in and out, while thememory
cache is an LRU cache with KGBlocks. Typically, super-vertices have
higher hit rates in the cache.

Pushdown. It supports filter, aggregate and window opera-
tors. Filter involves entity/relation/property type filtering, which
is pushed down to the leaf node (i.e., RGs) of the GMT. Window
operator supports event and index reading based on time slices.
Aggregate includes operations like sum, max, min, count, etc. Addi-
tionally, a metrics file records statistics for different properties for
each block. The mechanisms are similar to the indexing functions
in graph databases like JanusGraph [36].
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Zero-copy serialization. It is employed to minimize IO and
data transformation when executing GMT in graph analysis or com-
paction. Thememory data structure aligns with the graph format on
disk, reducing the need for serialization from disk to memory. This
approach consumes less memory by avoiding using Java objects
like Maps. Graph analysis systems, such as GeaFlow, support cus-
tom data structures for Vertex/Edge/Property and provide set/get
interfaces, facilitating the implementation of this solution.

7 EVALUATION
The performance of KGFabric is evaluated by comparing it with
popular relational DBMS ODPS [45] (which outperforms the open-
sourceHive [35]), graph databaseNeo4j [48], and KV Store RocksDB [19]
in terms of graph storage, fabric, and analysis. RocksDB is used as
a state backend in parallel computing engines like Flink [22] and
GeaFlow, as well as a standalone storage engine in graph databases
like Nebula [69]. KGFabric is mainly developed using Java, offering
localized and distributed deployment. Distributed deployment re-
lies on K8s and Hadoop components. BenchCases[12] shows the
experimental cases.

7.1 Datasets

Table 2: Details about the used datasets.

Datasets Type #Entities #Relations #Concepts

LDBC-FinBench(SF1) LPG 643K 6.09M 0
LDBC-FinBench(SF10) LPG 6.06M 48.02M 0
LDBC-FinBench-X(SF1) SPG 643K 8.09M 5433
LDBC-FinBench-X(SF10) SPG 6.06M 65.52M 5433
AKG-A SPG 0.8G 2.8G 5081
AKG-M SPG 3.4G 26.1G -
AKG-F SPG 22G 110G -

We select one public dataset, one custom dataset and three real-
life datasets in Ant Group for the experiments, as shown in Table 2.

• LDBC-FinBench [58]: This dataset represents a financial
scenario and consists of a heterogeneous temporal graph
structure based on LPG schema. It includes 5 types of enti-
ties, 13 types of relations, and 64 types of properties. The
dataset can be scaled by setting a scale factor, and for this
experiment, two larger-scale datasets, SF1 and SF10, were
generated. SF1 has approximately 600K entities and 6M
relations, while SF10 has 6M entities and 48M relations.

• LDBC-FinBench-X : This dataset is a custom extension of
the LDBC-FinBench dataset, which adds semantic relations
between Company, Person, and Account to Concepts, in-
creasing the number of relations by about 30%. We release
the data generator and schema of LDBC-FinBench-X on
GitHub3. The schema extension is based on SPG’s business
practices, encompassing 7 concept types (Concept.Country,
Concept.City, Concept.BusinessType, Concept.AccountType,
Concept.AccountLevel, Concept.MediumType, Concept.RiskLevel)
and 3 standard types (STD.PhoneNumber,STD.Email,STD.Url).
These semantic types are the object types of 13 properties,
such as the transformation of the city property type of
Person from string to Concept.City.

3http://github.com/jo3yzhu/ldbc_finbench_datagen_spg_extension

Figure 12: Storage space on various graphmodels and datasets

• AKG-*:We used 3 datasets to evaluate real-worldworkloads.
(1)AKG-A, the Alipay User KG, contains 2.8 billion semantic
relations, such as User-[p:occupation]->Concept.Occupation.
(2) AKG-M, the Merchant Risk KG, contains 3.4 billion en-
tities and 26.1 billion relations, such as risk labels of mer-
chants, goods ownership and trade relations. (3) AKG-F, a
dataset fused by BlackMarket KG and Funds KG, with 22
billion entities and 110 billion relations, such as transaction
and medium access relations within 60 days.

7.2 Storage Space
We utilize an NVMe SSD machine and conduct two storage experi-
ments of synthetic datasets. In the experiments, both KGFabric and
RocksDB are configured with a block size of 512KB.

LPG dataset. The storage space of LDBC-FinBench(SF1) utilized
by KGFabric is 43.7%(533MB/1218MB) of that used by Neo4j and
91.7%(533MB/581MB) of that used by RocksDB, as shown in Fig-
ure 12a. This result clearly illustrates the benefits of KGFabric in its
efficient storage of temporal graph structure and properties data. A
CSR graph format enables more compact storage for graph struc-
ture. KGFabric achieves this by reducing the storage requirements
for doubly linked list pointers in Neo4j. KGFabric employs com-
pression for the VertexTable and EdgeTable. This experiment uses
Deflate. Additionally, KGFabric follows a strict schema. In contrast,
Neo4j is schema-free. KGFabric employs hybrid compression for
storing various types of properties. For example, properties like
createTime, are stored using column storage within each block.
Properties of string and other types are stored using row storage.

SPG dataset. In the case of LDBC-FinBench-X(SF1), which in-
cludes the addition of concepts and semantic relations, the number
of relations increases from 6.09M to 8.09M (+32.8%). When im-
porting this dataset into Neo4j, the concept graph is converted
into vertices and edges. As shown in Figure 12b, the storage over-
head of KGFabric is only 1.9% (2.8MB/146MB) of that of Neo4j
and 7% (2.8MB/40MB) of that of RocksDB. This storage efficiency
is achieved through several techniques described in Section 4.2.
Firstly, KGFabric employs encoding for concepts, using conceptID
instead of storing strings. Secondly, KGFabric supports graph tra-
versal from concepts to entities by generating a triple index based
on bitmap compression. It is worth noting that the storage overhead
growth rate is relatively small for this dataset because the semantic
relations in the experimental do not have properties. In industrial
scenarios, semantic relations may have additional properties, such
as confidence score.
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Figure 13: The graph density of various datasets, where se-
mantic relation(indirect) refers to the relationship between
entities connected to the same concept.

Figure 14: The performance of detecting cycle pattern on
various datasets. (N.A. means runtime exceeds 1.5 hours)

real-life dataset of SPG. We collected the storage space perfor-
mance of AKG-A from the DFS cluster in Ant Group. The 2.8 bil-
lion semantic relations occupy 2.73GB, i.e., ∼1 B/semantic rela-
tion, compared to LDBC-FinBench-X(SF1) which is 1.4 B/semantic
relation (2.8MB/2M). The compression ratio of bitmap triple in-
dexes is influenced by the data sparsity, for example, the rela-
tion STD.Email-[p:email]->Account of LDBC-FinBench-X(SF1) is
sparser than Concept.Occupation-[p:occupation]->User of AKG-A.

7.3 Graph Analysis Performance
The graph analysis experiments consist of two synthetic workloads
(i.e., Exp 1 and Exp 2) and two real-world cases. Their applications
are described in Section 6.1. In the experiments, we compare KGFab-
ric backend on Geaflow (i.e., KGFabric-Traversal) with ODPS-Join,
Neo4j-Cypher and RocksDB backend on Geaflow. ODPS-Join is
implemented by SQL, while KGFabric-Traversal uses GeaFlow VC
(vertex-centric) [43, 57] interface and KGDSL. A step-by-step bi-
nary join algorithm is used to ensure fairness. The experiments
of synthetic workloads are conducted in a cluster with 8 workers,
each having 8 vCPUs, 16GB memory and 128GB NVMe SSD. Due
to Neo4j’s lack of support for graph partitioning, we conduct the
Neo4j experiments in a single worker.

Exp 1: pairwise paths analysis on LDBC-FinBench-X. The syn-
thetic workload is used to evaluate the performance of multi-hop
KG OLAP on semantic graphs. Randomly selecting about 1,000 ver-
tices from the "Accounts" entity and mining pairwise paths within
this vertex set (∼1M pairs).

KGFabric vs ODPS. Table 3 presents the results for two scales
of semantic graphs. It can be observed that ODPS-Join’s runtime
for 6-hops exceeds 100× that of KGFabric-Traversal. On the larger

dataset, ODPS-Join takes more than 24 hours to complete and gener-
ates output of over 400GB records. The performance of ODPS-Join
drops significantly due to the presence of more intensive semantic
relations. Figure 13a compares and analyzes the graph density of ba-
sic relations and semantic relations(indirect). The degree of entities
based on semantic relations(indirect) ranges from 105 to 107, indi-
cating a higher graph density. We optimize the multi-hop semantic
graph query by implementing a multi-threaded parallel query on
single worker. In extreme cases, each worker may access all triple
indexes and ghost vertices. By triple indexes of high compression,
we can improve the cache hit rate and reduce IO operations.

KGFabric vs Neo4j. In the SF1 dataset experiment, for 2-hops,
Neo4j-Cypher takes 59 seconds, while KGFabric takes 5 seconds.
For 4-hops, the latency of Neo4j-Cypher increases to over 1 hour
due to reaching the physical memory limit and triggering pagecache
swapping, caused by message generation of Expand Operator. In
contrast, KGFabric takes only 11 seconds by utilizing combining-
concepts joiner.

Exp 2: detecting cycle patterns on LDBC-FinBench. The synthetic
workload is used to evaluate the performance of 3 to 5 hops GPM.
Cycle pattern is also representative in LDBC-FinBench’s Complex-
read workloads [58].

KGFabric vs ODPS. Figure 14 illustrates the performance of KG-
Fabric in cycle pattern matching compared to ODPS-Join on the
datasets of LDBC-FinBench(SF1) and LDBC-FinBench(SF10). At 3
to 5 hops, KGFabric outperforms ODPS-Join by 2.06× to 5.77× on
the dataset of 1 million relations. Furthermore, when the number of
relations increases to 10 million and traverses 5 hops, KGFabric com-
pletes the task in 231s, whereas ODPS-Join’s runtime exceeding 1.5
hours. The multi-join stages in ODPS-Join encounter difficulties in
processing 6.3 billion records (57.16GB IO size) of intermediate data,
which lead to timeouts. In contrast, KGFabric-Traversal partitions
the graph data without requiring shuffling and sorting. Addition-
ally, native graph format facilitates querying neighbors in both
directions, reducing intermediate data and cross-worker messages.
For instance, only one query is necessary to calculate all 2-hops
cycles of a vertex. Moreover, KGFabric-Traversal offers backend
cache and sequential IO, which replace random IO of queries.

We conduct the experiment of detecting 5-hops cycle pattern on
1 million relations in a Hive cluster with the same resources. Hive-
Join takes 261s, while ODPS-Join takes 150s, indicating that ODPS-
Join performs better. This shows the significance of comparing
KGFabric-Traversal and ODPS-join.

KGFabric vs RocksDB. Graph analysis tasks often involve storing
the vertex set and edge set in various backends, such as memory or
RocksDB. In industrial scenarios, disk-based solutions like RocksDB
are typically more suitable. For instance, in anti-fraud tasks, large
amounts of graph data (10 billion to 100 billion) need to be loaded.
Table 4 presents a performance comparison of each stage using
three types of backends on GeaFlow. With KGFabric backend, the
graph partition stage eliminates the overhead of data shuffle and
format transformation. Conversely, ODPS-RocksDB requires 31.6s
and 31.2s to convert relational data into vertex sets and edge sets,
and then write them to RocksDB. During the iteration stages, the
performance of KGFabric backend increases by 1×. In RocksDB, a
one-hop query involves a range scan, and the presence of level-0 ssts
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Table 3: The performance of pairwise paths analysis on se-
mantic graph of LDBC-FinBench-X(SF1 and SF10).

2-hops 4-hops 6-hops

#results(number of paths) 2.3K 1.9M 8.2G
ODPS-Join 7s 11s 13423s
KGFabric-Traversal 0.48s 0.94s 21.2s

#results(number of paths) 2.2K 14M 448.1G
ODPS-Join 10s 37s >24h
KGFabric-Traversal 3.5s 9.1s 1317s

Table 4: The each stage performance of various backends on
3-hops cycle pattern.

backend type stage1#graph partition stage2#graph traversal total
shuffle transform iter-1 iter-2 iter-3

ODPS-RocksDB 31.6s 31.2s 60s 9.7s 0.2s 132.7s
DFS-RocksDB 0 37.1s 53.1s 7.9s 0.2s 98.3s
KGFabric backend 0 0 35.8s 6.8s 0.1s 42.7s

Table 5: The graph analysis performance of various backends
on real-world workloads.

ODPS-RocksDB KGFabric backend

detecting anomaly patterns 63.4+17.7 minutes 10 minutes
semantic crowd analysis >24h 8.5 minutes

(3 ssts in the experiments) leads to read amplification. DFS-RocksDB
is a solution that eliminates the data shuffle stage. Additionally,
writing ordered data of KGFiles is more compatible with RocksDB.

Exp 3: two real-world workloads. In industrial scenarios, saving
overhead of the stage1#graph partition is often more important,
as the stage1 loads the entire graph, while stage2#graph iteration
traverses subgraph through constraining starting vertices and prop-
erties filter. As shown in Table 5, in a cluster with 100 workers,
each having 8 vCPUs, 16GB memory and 128GB NVMe SSD, de-
tecting 3-hops anomaly patterns on AKG-M, ODPS-RocksDB takes
63.4 minutes and 17.7 minutes in the partition and iteration stages.
Switching to KGFabric backend can reduce the task’s runtime to 10
minutes. The semantic crowd analysis on AKG-A involves a 3-hops
query. The runtime of ODPS-RocksDB exceeds 24 hours, while KG-
Fabric backend only takes 8.5 minutes in a cluster with 16 workers.
As shown in Figure 13b, Many concepts in AKG-A have a degree
of 108 with User entities. The edge-cut partitioning approach of
ODPS-RocksDB can only compute high-degree concept on a single
worker. Consistent with Exp 1, KGFabric’s bitmap triple index and
combining concept computation present significant advantages in
the performance of large-scale semantic graph analysis.

7.4 Graph Fabric Scalability
We use synthetic datasets to evaluate the scalability and memory us-
age of the multi-graph fabric. We test the one-hop query FusedType
on two types of LinkOP: IDE and UDL. The experimental environ-
ment is identical to that used in the graph analysis experiments
of synthetic workloads. ODPS-MR (MapReduce) implements the
vertex and edge multi-table fabric solution, which involves union,
partition by, and group by startID/endID to aggregate relations
between source entities.

Figure 15: The scalability of fabric solutions, where linkpairs
refer to the similar entity pairs generated by LinkOP#UDL.

Exp 1: LinkOP#IDE. It selects 2 million entities and 10 million
relations from the LDBC-FinBench(SF10) dataset, evenly divided
into 8 subgraphs. Each subgraph contains 1.3 million relations. As
shown in Figure 15a, when the number of sources ranges from 2 to
8, the latency of ODPS-MR is 3.7× to 5.7× than that of KGFabric-
GMT. Furthermore, as the number of sources increases, the latency
of ODPS-MR grows more significantly. For instance, when the
number of sources increases from 4 to 8, the latency of ODPS-MR
increases by 116% (from 37s to 80s), whereas KGFabric-GMT only
increases by 41% (from 9.9s to 14s). The main performance overhead
of ODPS-MR is observed in the reduce stage. In contrast, KGFabric-
GMT utilizes a Map-only approach, leveraging asynchronous IO
and parallel multi-way join to improve local GMT performance, as
shown in Figure 16.

Exp 2: LinkOP#UDL, including FOR and FOR-rindex. The experi-
ment utilizes two datasets from the IDE experiment and randomly
generates 2,000 to 400,000 linkpairs within 2 million entities. As
shown in Figure 15b, the performance advantage of KGFabric-FOR
becomes more evident as the number of linkpairs decreases. When
the linkpairs are only 2,000, the FOR latency is 14% that of ODPS-
MR and 133% that of FOR-rindex. Under fixed concurrency, the
FOR latency approximately linearly increases with the number of
linkpairs. For instance, when there are 100,000 linkpairs (cover-
ing 5% of the entities), the FOR latency exceeds that of ODPS-MR
(34s > 23s). As the number of FOR remote-join random reads in-
creases, the performance decline becomes more significant than
batch processing. Conversely, FOR-rindex converts random IO into
sequential IO. When the number of linkpairs increases to 400,000,
the FOR latency is 27× that of FOR-rindex. The performance ad-
vantage of FOR-rindex becomes more pronounced as the number
of linkpairs increases. The rindex mechanism is similar to ZOrder
index [8, 18] utilized in OLAP systems such as ClickHouse. How-
ever, FOR-rindex has the disadvantage of storage redundancy and
potential data delay issues caused by linkpairs updates.

Figure 15c illustrates the memory overhead of KGFabric solu-
tions. FOR-rindex exhibits a more stable memory overhead based
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Figure 16: Asynchronous IO and multi-threaded computing
of local GMT

on scanning. The relative memory overhead of FOR increases by
400MB to 600MB because random queries lead to block cache
growth. Once the upper limit of the cache size is reached (set to
1GB in the experiment), the memory overhead tends to stabilize.

Exp 3: real-world workloads onAKG-F. AKG-F utilizes LinkOP#IDE.
We conduct tests on the scan FusedType entities and their one-hop
graph performance in a cluster with 800 vCPUs and 1600 GB mem-
ory. The results include 7.9 billion entities and 71.3 billion relations.
ODPS-MR takes 27.58 hours, whereas KGFabric-GMT only takes
1.28 hours (i.e., 21× improvement), as explained in Exp 1.

In multi-hop analysis, FusedType entities may participate in each
superstep, and the fabric process of FOR may be executed multiple
times. The drawback of FOW is the issue of space redundancy
and data latency (27.58 hours of ODPS-MR). KGFabric-GMT, even
with FOR solution, can ensure OLAP latency and data timeliness.
GMT first accurately locates blocks of multi-namespace, reducing
IO operations. Secondly, it improves performance by utilizing a
sort-merge to reduce data shuffling and a multi-threading model as
shown in Figure 16. We evaluate transaction tracing for anti-fraud
cases on AKG-F in a cluster with 75 workers, each having 8 vCPUs,
16GB memory and 128 GB NVMe SSD. The range of traversal is 2
to 10 hops. The P50 and P99 query latency are 4.45s and 33.41s.

8 RELATEDWORK
Relational warehouses like Hive [35] and ODPS [45] offer low-cost
and scalability advantages. However, They have limited support
for multi-scenario data reuse and complex graph analysis. Data-
Lake [8, 47] addresses slow updates and flexibility, but does not
solve the challenges of complex connections. KG combines graph
structure and semantics to model real-world entities, facts, and
their relationships, enabling enterprises to organize and manage
data more effectively. Cambridge Semantic [44] has introduced
a new data management paradigm based on knowledge graphs.
Gartner predicts that Data Fabric [24] based on knowledge graph
technology will be the next-generation data architecture in 2021.

LPG and RDF are the popular knowledge graph data manage-
ment solutions. RDF has strong semantic characteristics, utilizing
RDFS/OWL [13, 33] as the schema language and SPARQL [33] as the
query language. However, RDF is complex and expensive in terms
of business understanding and modeling. Various RDF stores [3,
10, 20, 51, 55, 68, 70] are available. RDF-3X [51], Jena-TDB [55],
and Trident [68] use the triple index, that is a six-permutation

index to process <s,p,o> in any query conditions. However, six-
permutation index suffers from storage redundancy and index up-
date consistency issues. KGFabric optimizes the triple index costs
and updates efficiency. It also incorporates bitwise-based solutions
like TripleBit [70], BitMat [10], and Columnar [31] for triple in-
dex and parallel computing. We use RBM [15] for index compres-
sion in sparse scenarios. Jena [55] and Gradoop [37] rely on hbase,
while Trident [68] stores data in DFS to support distributed appli-
cations. LPG [4, 5], characterized by a strong structure, has widely
used Graph DBMSs [6, 60] like Neo4j [48], Tugraph-db [66], Nep-
tune [50], Nebula [69], and ByteGraph [39], providing online graph
query and write. Our SPG model extends concepts and events on
LPG model, and provides nearline large-scale read and write. Its
storage layer is a native graph-based distributed engine on DFS.
Neptune [11, 50] and Trinity/Trinity.RDF [62] support RDF and
LPG models, but they do not support model transformation on a
copy of stored data. Some research [7, 34] has explored the conver-
sion of LPG and RDF at only the model layer. KGFabric provides
a hybrid format for SPG model, and offers version manager for
semantic transformation.

GraphX [26] and GeaFlow [57] are LPG-based and parallel com-
puting systems for graph analysis that are dependencies of KGFab-
ric. Unlike solutions based on RocksDB, memory, ODPS or Hive,
KGFabric provides a shared backend to optimize semantic graph
partitions and reduce the overhead of cross-platform data shuffling
and transformation.

Data islands and interconnections are crucial and challenging
aspects of enterprise data management. Neo4j [49] and Apollo [65]
propose graph federation, which only provides simple federated
services, and cannot ensure data security. Federated graph learn-
ing [23] is a machine learning application solution that does not
address data management problems. Our graph fabric framework
supports cross-namespace encryption and user programmability.
Stardog [64] and Ontotext [53] have introduced the Enterprise
Knowledge Graph platform, aiming to address data interconnection
challenges through knowledge graph, similar to KGFabric. How-
ever, their utilization of RDF/OWL and RocksDB, differs from our
SPG model and native graph-based storage.

9 CONCLUSION
KGFabric is an enterprise knowledge graph management system
developed by Ant Group specifically for multi-domain scenarios.
It focuses on integrating large-scale data into standardized and
semantic knowledge by employing an SPG model and a DFS-based
storage engine. The system provides a programmable distributed
framework that enables graph fabric across different domains of
KGs, and offers practical solutions to reduce data duplication and
ensure data security. Experimental results indicate that KGFabric
outperforms Neo4j and ODPS in graph storage, analysis, and fabric
in various scenarios such as property graphs and semantic graphs.

Our important plans include vector storage and universal storage
format compatibility. Data vectorization can enhance the locality
of graph storage and optimize the performance of cross-domain
graph fabric and reasoning. It also can support KG+LLM [56]. To
minimize cross-platform data migration, we will be compatible with
open formats like Parquet and ORC.
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