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ABSTRACT

Consensus is a fundamental problem in distributed systems,

involving the challenge of achieving agreement among distributed

nodes. It plays a critical role in various distributed data management

problems. This tutorial aims to provide a comprehensive primer

for data management researchers on the topic of consensus and

its fundamental and modern applications in data management. We

begin by exploring the basic principles of consensus, including the

problem statement, system models, failure scenarios, and various

consensus algorithms such as Paxos and its variants. The tutorial

then delves into the applications of consensus in distributed data

management, focusing on distributed atomic commitment and data

replication. We explain how consensus is integral to these areas

and present examples of research and industry work that apply

consensus to data management. The tutorial extends to modern use

cases of consensus in the evolving landscapes of edge-cloud systems

and blockchain technology. We discuss how consensus mechanisms

are being adapted and applied in these areas, highlighting their

growing importance in emerging areas of data management. By

exploring these cutting-edge applications, participants will gain

insights into how consensus is shaping ongoing and future research

on distributed data management.

The tutorial builds on the authors’ recent book “Consensus in

Data Management: from Distributed Commit to Blockchain”. The

book will serve as the foundation and reading material for the

tutorial. This tutorial targets data management researchers and

practitioners to equip them with the knowledge and perspective

needed to innovate in these emerging �elds. This includes graduate

students and junior researchers starting their careers in the area

of distributed data management. Also, it includes researchers in

other areas of data management who wish to explore the area of

distributed data management with the goal of utilizing it in their

own �elds.
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1 INTRODUCTION AND OVERVIEW

1.1 Why “consensus in data management”?

Consensus [1] is a fundamental problem in distributed systems. At

its core, the problem of consensus involves ensuring that a group of

distributed nodes agree on the value of a variable. This problem has

signi�cant applications in distributed data management systems

and has been a cornerstone in numerous applications for many

decades, particularly in scenarios where data is distributed or

replicated across multiple nodes.

One classic application of consensus is in the area of distributed

atomic commit [2–4], where nodes must atomically commit

transactions across multiple nodes. Additionally, consensus has

been extensively applied in the �eld of data replication to ensure

consistency across data replicas. These classical applications of

consensus in data management were reincarnated in various stages

of the development of data management research. This includes

data management for peer-to-peer systems that require consensus

to coordinate across the di�erent peers. More recently, cloud

computing systems brought unique challenges in distributed data

management due to the scale and unique characteristics of data

centers and the utilization of commodity machines in large-scale

applications. Consensus played a pivotal role in the development

of various cloud computing data management systems [5–7].

Beyond these classical applications, consensus is increasingly

playing a pivotal role in modern data management contexts, such as

edge-cloud systems catering to IoT and edge applications [8–14], as

well as blockchain and decentralized applications [15–18]. In these

systems, a distributed set of nodes needs to coordinate to achieve

a common goal, and consensus mechanisms are instrumental in

facilitating this coordination.

1.2 Target Audience

This tutorial is speci�cally designed for two groups of researchers

and practitioners with distinct but complementary needs. The

�rst group includes graduate students, junior researchers, and

practitioners who are building a career in distributed data

management. For these individuals, understanding consensus

and its application in distributed data management is crucial. It

provides them with the essential expertise required to navigate and

contribute to this �eld. The tutorial will o�er them foundational

knowledge and practical insights, enabling them to grasp
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how consensus mechanisms are integrated into various data

management solutions.

The second group comprises researchers and practitioners

from other �elds of data management who are looking to extend

their solutions and research into distributed settings. With the

growth of data sizes and the increasing demand for scalable

solutions in numerous areas of data management, the adoption of

distributed datamanagement technology has become commonplace.

This group will bene�t from learning about the foundations

of distributed data management and consensus, as provided in

the tutorial. This knowledge will empower them to innovate at

the intersection of their existing expertise and distributed data

management, allowing them to develop more robust, scalable, and

e�cient data management solutions for their research and products.

1.3 Topics Overview

Tutorial Approach: Our approach involves presenting both

the theoretical foundations of each topic and showcasing real-

world examples from contemporary systems and research. This

dual approach ensures a robust understanding of the theoretical

underpinnings, as well as practical insights into how these concepts

are applied in real-world scenarios. The presenters will build on

their recent books in the topic “Consensus in Data Management:

From Distributed Commit to Blockchain” [1] as well as “Fault-

Tolerant Distributed Transactions on Blockchain” [19]. In these

books, we also follow the approach of covering both foundational

as well as practical aspects of the problem that we will utilize in

this tutorial.

Foundations of Consensus: The tutorial starts with a

comprehensive introduction to the consensus problem, exploring its

foundational aspects and various solutions. We will delve into the

typical practical applications of consensus in distributed systems,

establishing a solid base for understanding its role and signi�cance

in data management.

Overview of Distributed Data Management: Participants

will be provided with a quick overview of distributed data

management, focusing on critical areas such as ACID properties,

concurrency control, and recovery. This overview sets the stage for

understanding how consensus mechanisms integrate into broader

data management contexts.

Consensus in Distributed Atomic Commit: The tutorial will

then explore the problem of distributed atomic commit from a

data management perspective. We will discuss how consensus-

based solutions o�er unique properties compared to non-consensus

approaches, providing insights into the role of consensus in

ensuring atomicity across distributed nodes.

Consensus inData Replication andConsensus:A signi�cant

part of the tutorial will focus on the application of consensus in

data replication, a process involving copies of data across multiple

locations.Wewill discuss the challenges of data replication and how

consensusmechanisms can overcome these challenges. Various real-

world solutions incorporating consensus in data replication will be

examined, particularly those relevant to cloud computing solutions.

Consensus in Edge-Cloud Systems:We will also discuss the

use of consensus in edge-cloud systems, particularly for IoT and

edge applications. This emerging area, with its promising growth

prospects, integrates consensus extensively for coordination across

edge nodes. The tutorial will highlight the importance and potential

of consensus in these innovative environments.

Consensus in Blockchain Systems: Finally, the tutorial will

address consensus in blockchain systems, focusing on the unique

aspects of these environments, such as the lack of trust between

nodes. We will explore how speci�c consensus protocols are

utilized to ensure agreement among honest nodes, even in the

presence of malicious actors. The session will cover how these

protocols contribute to building robust data management systems

for blockchain and decentralized environments [19–33].

1.4 Tutorial Duration and Structure

The targeted duration of the tutorial is 2 hours. It will be structured

in the following way: The �rst 20 minutes will be allocated to

introduce consensus and its solutions as well as present an overview

of distributed data management. Then, 30 minutes are allocated

to cover consensus in distributed atomic commit protocols and

data replication. Then, 40 minutes are allocated for consensus in

blockchain. The remaining time will be allocated for questions

and answers as well as a presenting use cases in edge-cloud and

blockchain applications.

1.5 Presenters

The tutorial is presented by two presenters:

Faisal Nawab: Faisal is an Assistant Professor in the Computer

Science Department of the University of California, Irvine (UCI).

His work focuses on building massively-distributd edge-cloud data

management systems.

Mohammad Sadoghi: Mohammad is an Associate Professor

of Computer Science at the University of California, Davis. His

research is focused to pioneer a resilient data platform at scale. He

has over 100 publications and has �led 35 U.S. patents.

2 TUTORIAL CONTENT SAMPLE

In this section, we provide a sample of the detailed content

of the tutorial. Given the space constraints, we only show the

detailed contents of the �rst part of the tutorial, namely consensus

foundations. (Section 1.3 presents a summary of the full list of topics

covered in the tutorial.)

Consensus Foundations. The �rst part of our tutorial is

dedicated to an in-depth exploration of consensus, laying a solid

foundation for the audience. We begin by presenting the system

model and de�ning the consensus problem, setting the stage

for a comprehensive understanding of this critical concept in

distributed systems. A key focus of this section will be on the

Paxos algorithm [34], a seminal andwidely-used consensus protocol

with signi�cant applications in data management. Paxos has not

only been in�uential in academic research but has also inspired

numerous industry systems. We will present the details of the

algorithm of Paxos, shedding light on its operational mechanisms as

well as its properties concerning safety and liveness. the discussion

is centered around the normal-case operation of paxos that consists

of two phases of communication, a leader election and replication

phases (Figure 1). Then, we start adding more complexities to the

normal-case operation and observe how paxos can tolerate these
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Figure 1: A schematic representation of the normal-case

operation of deciding a value using the paxos protocol.

Agent 0

x=5 y=10 x=15

SMR Log

State
x=15, y=10, z=0

Agent 1

x=5 y=10 x=15

SMR Log

State
x=15, y=10, z=0

Agent 2

x=5 y=10

SMR Log

State
x=5, y=10, z=0

Figure 2: An example of a replicated system with three

nodes running a SMR protocol. The initial state of each node

consists of three variables, x, y, and z, that are initialized to

0. A consensus process is used to write to each log position

to ensure agreement and fault-tolerance. In the example,

agents 0 and 1 have three entries in their log and the state of

the agent re�ects processing the �rst three requests. Agent

2, however, did not receive the third entry yet and its state

re�ects processing the �rst and second entries only.

complexities—such as failures and communication delays—while

guaranteeing safety properties.

Further, we delve into the application of Paxos in solving the

state-machine replication problem (Figure 2.) This part of the

tutorial explains how Paxos facilitates the implementation of a

replicated log across distributed nodes, ensuring consistency in

the logs. This discussion will provide practical insights into how

consensus protocols like Paxos support the reliability and e�ciency

of distributed data management systems.

Concluding this section, we broaden our exploration to include

other consensus protocols, comparing and contrasting their unique

features and trade-o�s. This comparative analysis will enhance the

participants’ understanding of the diverse landscape of consensus

mechanisms and their suitability for di�erent data management

scenarios.

Many of the other consensus protocols are inspired and built

on paxos. This includes Fast Paxos [35]—that introduces the

concept of a fast path to decide c-values using a single round of

communication—and Generalized Paxos [36]—that extends paxos to

enable reaching agreement on partial order rather than total order.

A body of work extends paxos to manage recon�guration [37–42]—

which is the problem of changing the set of agents running the

consensus protocol. Load balancing is an important extension to

paxos to avoid the overhead that is placed on the leader. This led to

extensions such as S-Paxos [43] that distributed some of the work

of the leader to other replicas which reduces the load on the leader.

Work such as DPaxos [8] and WPaxos [44] explore extensions such

as hierarchy, locality, and sharding to enable better performance

in geo-replication settings. Utilizing variants of paxos such as Fast

Paxos [35] and Generalized Paxos [36] has also been explored to

reduce the amount of wide-area communication in protocols such

as MDCC [45]. Mencius [46] is a multi-leader system that is based

on paxos. It aims to enable faster latency by partitioning log entries

across agents and serving client requests using the closest agent

and its assigned log entries. Moraru et. al. [47] propose Egalitarian

Paxos (EPaxos) that aim to reduce communication complexity by

utilizing a fast path design and information about con�icts.

Other than paxos, there has been a number of consensus

protocols. Viewstamp Replication [48] is a primary-based

replication system that in normal-case operation acts similarly

to multi-paxos. Viewstamp Replication utilizes a special view

change process to tolerate failures. RAFT [49] is a consensus-based

replication system that aims to provide a more understandable

solution for consensus. Zab [50] is an atomic broadcast algorithm

that is used to propagate state from a primary to a set of

backup nodes in a consistent and fault-tolerant manner. These

various protocols have many common features but also di�er in

various ways. Vive La Di�erence [51] studies these similarities and

di�erences.

3 CONCLUSION

The tutorial we propose covers the topic of utilizing consensus

as a tool to enable better designs of distributed data management

systems. The tutorial presents a primer about consensus and its

general applications. Then, the tutorial discussed various problems

in data management and how consensus can be bene�cial in

their design. We start with the problem of distributed atomic

commitment that ensures the safety of committing transactions

across distributed nodes. Then, we discuss data replication and how

consensus can be applied in various ways to implement consistent

replication across nodes. We present use cases for this type of

application of consensus in various application areas including

cloud computing, geo-replication, and edge-cloud systems. Finally,

we present the implications of consensus in data management in the

area of blockchain and decentralized applications. We then discuss

how data management applications are built on top of these new

consensus primitives.
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