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ABSTRACT
In the digital age, where echo chambers on social media and news
platforms increasingly shape public opinion, there is a growing
need for tools that present news consumers with a broad spectrum
of perspectives. To this end, we introduce DiversiNews, a novel sys-
tem designed to diversify news consumption by providing readers
with articles that are not only relevant to their interests but also
offer a variety of viewpoints. DiversiNews leverages state-of-the-
art semantic text encoding techniques and implements advanced
Diversity-aware 𝑘-Maximum Inner Product Search (D𝑘MIPS) algo-
rithms. Our demonstration highlights the potential of DiversiNews
to broaden users’ exposure to different viewpoints, thereby counter-
ing the polarizing effect of digital echo chambers. We showcase how
DiversiNews can enrich the news reading experience, supporting
the development of a more informed and balanced public discourse
in digital news consumption applications.
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1 INTRODUCTION
In the social media era, digital news consumption has become
predominant in daily news habits, with more people favoring social
media over traditional news sources. Nevertheless, this shift has
fostered the growth of echo chambers on these platforms: Users
often join like-minded communities, sharing news that reflects
their political beliefs, which narrows their exposure to diverse
perspectives [5]. The echo chamber effect can create the illusion of
consensus and promote misinformation and extremism.

Such problems are exacerbated by recommender systems, which
reinforce users’ existing biases to optimize engagement metrics
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Figure 1: Illustration of how Recommender systems and so-
cial media can amplify the echo chamber effect.

like attention and click-through rates [6, 7]. Figure 1 shows how
an echo chamber forms and is reinforced through the combined
influence of Recommender systems, social media platforms, and
user interactions. Initially, users encounter diverse opinions, but
over time, implicit feedback mechanisms such as click history and
viewing duration cause the systems to align with user preferences,
reducing the diversity of content recommendations.

To counteract the echo chamber effect, exposing users to diverse
perspectives and opinions is crucial not only for individual enlight-
enment and protection against mis-, dis-, and mal-information but
also for the promotion of meaningful, healthy societal discussions
[1–3]. Platforms like AllSides1 offer a model to present news from
various political stances (left, centrism, right) and a system that
works well for US politics, which are predominantly divided be-
tween the Democratic Party (left and liberal) and the Republican
Party (right and conservative). However, this binary classification
may not adequately represent the nuances of political discourse
in other countries or non-political discussions. For example, Sin-
gapore’s political opinions do not neatly align with a left-to-right,
liberalism-to-conservatism scale. Given the complex nature of opin-
ions and perspectives worldwide, relying solely on a left-to-right
political spectrum fails to capture the subtle nuances in news per-
spectives across different discussions [12].

To enhance recommendation diversity, we recently investigated
the problem of Diversity-aware 𝑘-Maximum Inner-Product Search
(D𝑘MIPS) [10], aiming to retrieve articles that are not only relevant
to user interest but also exhibit a diverse range of perspectives.
1https://www.allsides.com/unbiased-balanced-news
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We introduce two novel algorithms for D𝑘MIPS processing: (1)
Greedy operates in 𝑘 rounds and, in each round, adds an item that
maximally increases the objective function to the result set; (2)
DualGreedy operates in up to 2𝑘 rounds, maintains two sets of
results greedily in turn, and returns the better one between them
as the final result set. Furthermore, we integrate BC-Tree [9] into
both algorithms to accelerate D𝑘MIPS processing.

In this demonstration, we introduce DiversiNews, a novel news
enrichment system developed around the D𝑘MIPS problem to coun-
teract the echo chamber effect. DiversiNews employs state-of-the-
art pre-trained semantic text encoders [4, 8, 13, 14] that capture
not only textual relevance but also discern latent political perspec-
tives, which are manifested through features like writing style and
word choice. By leveraging these encoders, DiversiNews converts
news articles into embeddings (dense vectors) in an inner product
space, where the inner product between any two article embeddings
quantitatively measures their relevancy. When a user engages with
an article, DiversiNews generates a corresponding query embed-
ding using these encoders. Then, it employs D𝑘MIPS approaches
to recommend articles from the news corpus. The tunable balance
between relevancy and diversity ensures that the recommended
articles are pertinent and present a wide range of viewpoints. This
feature of DiversiNews allows it to be seamlessly integrated as an
enhancement tool into existing social media and news platforms,
significantly elevating the news reading experience.

2 PROBLEM FORMULATION
Let P represent the corpus of encoded news articles, composed of
𝑛 vectors in a 𝑑-dimensional inner product space R𝑑 . The vector
𝒒 denotes the embedding of the article a user is currently reading.
Our objective is to identify relevant yet diverse articles from P,
enhancing the user’s reading experience. The inner product ⟨𝒑, 𝒒⟩ =∑︁𝑑
𝑖=1 𝑝𝑖𝑞𝑖 between two vectors 𝒑, 𝒒 ∈ R𝑑 quantifies the relevancy

of an article 𝒑 ∈ P to 𝒒. The challenge of news enrichment lies in
balancing the relevancy with the need for diversity in the articles
presented. This task can be encapsulated in the D𝑘MIPS problem
[10]. D𝑘MIPS goes beyond simply finding the top-𝑘 articles with
the largest inner products with 𝒒 [11]; it also integrates diversity
criteria to ensure a wide range of perspectives. Formally,

Definition 2.1 (D𝑘MIPS [10]). Given a set of 𝑛 news articles P
with each represented as a vector 𝒑 ∈ R𝑑 , a query vector 𝒒 ∈ R𝑑 ,
an integer 𝑘 > 1, a balancing factor 𝜆 ∈ [0, 1], and a scaling factor
𝜇 > 0, find a set S∗ of 𝑘 article vectors such that

S∗ = argmax
S⊂P, |S |=𝑘

𝑓 (S), (1)

where the objective function 𝑓 (S) is defined by Eq. 2 below:

𝑓 (S) := 𝜆
𝑘

∑︁
𝒑∈S ⟨𝒑, 𝒒⟩ −

2𝜇 (1−𝜆)
𝑘 (𝑘−1)

∑︁
𝒑,𝒑′∈S∧𝒑≠𝒑′ ⟨𝒑,𝒑′⟩. (2)

Definition 2.2 (𝑘MIPS). Setting 𝜆 = 1 in Eq. 2 yields the objective
function of the 𝑘MIPS problem, which focuses solely on relevancy.

Figure 2 shows the difference between 𝑘MIPS and D𝑘MIPS. For
a query vector 𝒒 and 𝑘 = 3, 𝑘MIPS selects {𝒑1,𝒑2,𝒑3} for their
largest inner products with 𝒒, prioritizing relevancy but potentially
lacking diversity. Conversely, D𝑘MIPS chooses {𝒑1,𝒑4,𝒑5}, which
not only rank high based on inner products but also offer a wider
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Figure 2: Illustration of retrieval results of 𝑘MIPS vs. D𝑘MIPS
for 𝑘 = 3. Here, 𝒑1 has the largest inner product with 𝒒, fol-
lowed by 𝒑2, down to 𝒑7 with the smallest value.
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Figure 3: Overview of the DiversiNews system.

range of perspectives. D𝑘MIPS provides a result set that balances
relevance (as denoted by the first term of Eq. 2) and diversity (as
denoted by the second term of Eq. 2), ensuring a comprehensive
coverage of viewpoints related to 𝒒.

3 SYSTEM ARCHITECTURE
As described in Figure 3, the DiversiNews system comprises three
core components as follows:
• Preprocessing:We construct the NewsSpectrum dataset2 for

news corpus, employ semantic text encoders to generate article
embeddings, and store them in a vector database.

• Landing Page: Upon a user’s arrival, 1 the journey begins by
exploring a news article of interest in Social Media News Feed.

• Enriched News Page: After selecting a news article, 2 the
user proceeds to the enriched news page. Our Diversity-Aware
Retrieval mechanism (D𝑘MIPS) uses it as a query to retrieve
relevant yet diverse articles, broadening the user’s experience.

Subsequently, we will explore each component in more detail.

3.1 Preprocessing
News Corpus. To effectively simulate and assess news reading
enrichment scenarios, we developed a comprehensive news corpus,
NewsSpectrum. Sourced from Pushshift’s Reddit dump up to July
2022, it includes submissions with at least ten upvotes, from which
URLs were extracted. We used the AllSides media list for ground-
truth bias ratings, categorizing media outlets into five levels, i.e.,
Left, Lean Left, Centrism, Lean Right, and Right, quantified into a
five-point rating {−2,−1, 0, 1, 2}. Each media outlet is associated
with its bias rating and top-level domain information. To ensure
balanced representation, we randomly selected 50,000 articles from
each category, resulting in a diverse set of 250,000 articles.
2https://github.com/dukesun99/DiversiNews/tree/main/NewsSpectrum
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Although NewsSpectrum mainly comprises new articles on US
politics due to accessibility, the utility of our system extends beyond
this realm. It is adaptable to various contexts, as political bias labels
are not used for semantic encoder training or during retrieval.
Semantic Text Encoding. In DiversiNews, each text (article) is
encoded into a vector representation, allowing the assessment of
relevancy between texts through inner products. We utilize three
advanced Transformer-based pre-trained text encoders without
fine-tuning. Two of these, Sentence-BERT (all-MiniLM-L12-v2) [14]
and AnglE (UAE-Large-V1) [13], are tailored for the Semantic Text
Similarity (STS) task. Moreover, we incorporate LLAMA 2 (7B) [15],
a general-purpose, decoder-only large language model, taking the
last hidden state of the last token for article embeddings. Finally,
we store all embeddings in the article embedding database.

3.2 Landing Page
The user interface simulates a typical online Social Media News
Feed browsing experience. Users can scroll through and explore
news articles in the feed on the landing page, selecting those of
interest based on the headlines. Upon selecting an article, users
are directed to the news enrichment page to read more about the
article. Here, the selected article is encoded using the same semantic
text encoder as in prepossessing and fed into the Diversity-Aware
Retrieval component on the enriched news page.

3.3 Enriched News Page
Upon generating the query embedding for a selected article via the
Semantic Text Encoder, DiversiNews activates its Diversity-Aware
Retrieval component. This component employs D𝑘MIPS methods,
specifically BC-Greedy and BC-DualGreedy, which integrate the
BC-Tree index [9] into Greedy and DualGreedy for efficiency, to
curate a list of 𝑘 relevant and diverse news articles [10]. Although
they employ different greedy strategies, both aim to balance rele-
vancy and diversity in the retrieved results. The parameter 𝜆 allows
users to fine-tune this balance.

4 DEMONSTRATION SCENARIOS
This demonstration showcases the capability of D𝑘MIPS to retrieve
a range of politically diverse articles, enriching news reading ex-
periences through quantitative and qualitative assessments. We
quantitatively measure the average pairwise political bias rating
in the result lists, demonstrating the superiority of D𝑘MIPS over
𝑘MIPS in terms of diversity. Additionally, we provide concrete ex-
amples for qualitative evaluations.

4.1 Quantitative Results
Evaluation Measures. We first introduce two measures designed
to assess relevancy and diversity, respectively.
• Relevancy: Given a result set 𝑺 = {𝒑1,𝒑2, · · · ,𝒑𝑘 } with 𝑘 news

articles and the query embedding 𝒒, the relevancy is defined as
the average inner product between each 𝒑𝑖 ∈ 𝑺 and 𝒒, that is,

Relevancy(𝑺, 𝒒) = 1
𝑘

∑︁𝑘
𝑖=1⟨𝒑𝑖 , 𝒒⟩,

where the inner product ⟨𝒑𝑖 , 𝒒⟩ measures the similarity between
𝒑𝑖 and 𝒒. A higher value means greater relevancy.
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Figure 4: Quantitative results (𝑘 = 10).

• Diversity:As outlined in Section 3.1, each article𝒑 has a political
bias rating 𝛿 (𝒑) ∈ {−2,−1, 0, 1, 2}. Diversity is defined as the
average pairwise media bias difference for articles in 𝑺 , i.e.,

Diversity(𝑺) = 2
𝑘 (𝑘−1)

∑︁𝑘−1
𝑖=1

∑︁𝑘
𝑗=𝑖+1 |𝛿 (𝒑𝑖 ) − 𝛿 (𝒑 𝑗 ) |.

A higher value suggests greater diversity in the set 𝑺 of articles
in terms of political perspectives.

Benchmark Methods. In addition to BC-Greedy (BC-G) and BC-
DualGreedy (BC-D) for D𝑘MIPS, we also implement two baselines
for comparative analysis, focusing on two key aspects:
• 𝑘MIPS: The exact𝑘MIPSmethod retrieves 𝑺 solely based on their

inner products to 𝒒, establishing a benchmark for the relevancy
measure as it represents the maximum of achievable relevancy.

• Random: The Random Oracle approach randomly selects a
result set 𝑺 from all articles, serving as a diversity benchmark
since it does not consider the relevancy between 𝑺 and 𝒒, thus
representing the maximum possible diversity.

Result Analysis. Figure 4 presents the relevancy and diversity re-
sults, comparing D𝑘MIPS methods (BC-G and BC-Dwith varying 𝜆
values) against 𝑘MIPS and Random. The results show that D𝑘MIPS
methods boost diversity while maintaining similar relevancy levels,
particularly at larger 𝜆 values. Adjusting 𝜆 values reveals a trade-off:
as 𝜆 increases, relevancy grows while diversity diminishes. This
demonstrates that D𝑘MIPS methods can be customized to meet
different user preferences for diversity and relevancy, enriching the
reading experience. The following two scenarios offer a qualitative
analysis of these outcomes, illustrated through case studies.

4.2 Scenario 1: Verifying News Authenticity
Figure 5 shows the split view of the enriched news page, with
the selected article on the left and the D𝑘MIPS-retrieved articles
on the right. Users can interact with the interface through drop-
down selectors for retrieval methods and encoding models and
a draggable bar to adjust the balancing factor 𝜆, allowing them
to switch between retrieval algorithms and encoders and balance
relevancy with diversity. Moreover, this page includes a media bias
summary chart for the retrieved articles, offering users a sense of
diversity in the retrieved articles. For each article in the result list,
this page also displays the title, excerpt, AllSides media bias rating,
similarity to the query article, and media outlet name.

In this scenario, we concentrate on verifying news authenticity.
Referring to Figure 5(a), consider a user questioning the article
“Clinton Email Probe: State Department Finds 38 People Committed
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(a) Scenario 1: verifying news authenticity. (b) Scenario 2: exploring diverse perspective.

Figure 5: Screenshot of the demonstration scenarios.

Violations” from Breitbart News, a right-wing media outlet. Using
DiversiNews, users can increase the value of 𝜆 by dragging the selec-
tion bar to the right to discover highly relevant articles. The results,
including one from left-leaning NBC News on the same event, indi-
rectly corroborate the article’s authenticity. This cross-validation
from diverse media sources helps users assess the accuracy of the
information, aiding in discerning its authenticity.

4.3 Scenario 2: Exploring Diverse Perspectives
Referring to Figure 5(b), this demonstration scenario illustrates
how users, after reading an article titled “White House sends ‘oppo
dump’ in attempt to discredit Fauci after he disputes Trump on
coronavirus” from a left-leaning source such as Salon, can gain
additional insights by being exposed to news articles from right-
leaning sources offering differing viewpoints. This article criticizes
the Trump administration’s attempts to discredit Dr. Fauci as po-
litically motivated and the prioritization of political image over
scientific expertise and public health.

WithDiversiNews, users can expand their views by adjusting the
selection bar to access diverse viewpoints, including right-leaning
media. The resulting list includes sources like theWashington Exam-
iner, which offers a more neutral tone on Fauci’s emails. This article
balances criticism and defense, highlighting political responses and
offering insights into Fauci’s stance on navigating the complexities
of a health crisis. DiversiNews enhances the reading experience
by presenting articles from diverse political perspectives, allowing
users to form a more extensive understanding of relevant events.

5 CONCLUSION
In this demonstration, we presentDiversiNews, a system that signif-
icantly enriches the news reading experience by utilizing semantic
text encoders and D𝑘MIPS approaches to retrieve relevant yet di-
verse news articles. This system directly addresses the challenge
of echo chambers in digital news consumption, highlighting the
importance of diversity in news recommender systems. By offering
the reader a broader spectrum of viewpoints, DiversiNews plays
a pivotal role in promoting a more informed and balanced public
discourse. This is especially crucial in an era where digital news is
often restricted by algorithmic biases, leading to increased societal
polarization and the proliferation of misinformation.
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