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ABSTRACT
Indexes are important data structures for database tuning. However,
finding the best indexes for a given workload is challenging. In
this demonstration, we present our extensible open-source index
selection evaluation platform and the corresponding interactive
result analysis tool. The platform provides an automatic setup of the
database, workload, and cost evaluation, which is otherwise often
tedious work when evaluating index selection approaches. Users
can also connect the platform to their own existing database and
evaluate indexes for custom workloads. Our platform comprises
multiple state-of-the-art index selection approaches, which can
be used as baselines for new index selection proposals. Further,
we present an application for thoroughly analyzing the selected
database indexes. One can observewhich indexes are used for which
queries and their effect on processing costs. Also, it is possible to
adapt the resulting index selections (i.e., add, remove, or change an
index) and observe the impact. In this process, the application helps
to understand the effects of indexes, improve index selections, and
craft new index selection approaches.
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1 INTRODUCTION
Indexes are commonly used to speed up database workloads. How-
ever, indexes consume storage and cause (usually) maintenance
overhead when the underlying data changes due to inserts, updates,
or deletes. Thus, selecting the best database indexes, i.e., the in-
dexes that minimize the workload cost under given constraints, is
essential for database systems running on-premise or in the cloud.
Challenges of the index selection problem. Complex workloads
on large schemas make choosing suitable indexes challenging for
various, well-known reasons [8]: First, the set of relevant index
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Figure 1: Demo summary: Evaluating database index selec-
tion approaches and analyzing the chosen indexes.

candidates is usually huge because indexes can be defined on arbi-
trary subsets of table attributes. Further, indexes interact with each
other, i.e., the benefit of an index can depend on the existence of
other indexes. Thus, we cannot determine the benefit of an index
independently.

Moreover, efficiently determining workload costs under vari-
ous index subsets (given the previously described interaction) is
challenging. The naive solution of physically creating indexes and
executing queries is usually impractical because it is too time-
consuming and costly. Instead, we usually estimate workload cost
under a given index set. Naturally, such estimations come with
potential inaccuracies [1]. When conducting cost estimations, state-
of-the-art approaches include the database optimizer because the
theoretically best index is worth nothing if it is not used during
query processing. However, because optimizer invocations are rel-
atively costly, this approach limits the number of tractable cost
estimations and, thus, index candidates, which can be considered
during the selection process.

Besides, dynamic environments (e.g., changing data and work-
loads) and selection robustness (i.e., the workload cost under the
given index configuration does not degrade much if the workload
changes) pose further challenges for the index selection problem.

Index Selection Approaches. Diverse index selection approaches,
which automatically choose indexes, have been proposed since
the 1970s. These various approaches differ in underlying solution
approaches and complexity. Conceptually, imperative approaches
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either start with an empty index set and extend their selection suc-
cessively or start with a large candidate set that is reduced continu-
ously. But there are also declarative approaches, for example, using
integer linear programming, which formalizes the problem with
an optimization function and a set of (in)equalities as constraints.
There are also machine learning-powered [12] and specifically rein-
forcement learning (RL)-based approaches, which define the index
selection problem as Markov decision problem (MDP) via reward
functions, states (chosen indexes), and admissible actions.

Demonstration Proposal. In this demonstration, we present our
extensible open-source index selection evaluation platform that can
evaluate various index selection approaches for different workloads.
The platform can be connected to an existing database and used
on custom workloads, but it also provides an automatic setup of
the database, pre-defined workloads, and cost evaluation, which
is otherwise often tedious work when running index selection ap-
proaches. Further, it comprises multiple index selection approaches,
which can be used as baselines for new index selection proposals.
The platform currently supports running eight different selection
algorithms, namely the Drop Heuristic [14], AutoAdmin’s index se-
lection [4], DB2 Advisor [13], Relaxation [2], CoPhy [5], Dexter [7],
Extend [11], and DTA Anytime [3]. All algorithms can be run with
different parameter settings using the standardized TPC-H and
TPC-DS workloads, the Join Order Benchmark, and user-defined
workloads. In this demonstration, we let users (1) conduct a fully
automated setup and evaluation of index selection approaches and
(2) evaluate indexes for custom workloads on an existing database.

To analyze the results, we built an interactive web application on
top of it (see Figure 1). The application summarizes the benchmark
results for index selection approaches depending on the storage
consumption of the deployed indexes as a starting point for a deeper
analysis. For every approach and the indexes’ overall storage con-
sumption, the application enables analyzing the selected indexes
and the index benefit per query. Finally, we allow the user to adapt
the index selection and investigate the impact on processing costs
and index sizes.

This application enables comparing and evaluating diverse index
selection approaches for various settings. By doing so, we can derive
the strengths and weaknesses of individual approaches. Further,
we can understand how specific indexes improve the estimated
query costs. This knowledge helps in understanding the usage
of indexes in general and developing new approaches [6, 9] that
combine the most valuable concepts and also consider robustness,
e.g., concerning workload uncertainty [10, 15].

Contributions. Our demonstration can be summarized as follows:

• We evaluate index selection approaches for pre-defined and
custom workloads while the setup is fully automated.

• We analyze high-level results (i.e., which approach performs
best for which workload and parameters) and details (i.e.,
the benefit and applied indexes per query).

• We observe the effects when manually modifying the cur-
rent index selection.

• Our platform and application are open source and can be
extended for further selection approaches and functionality.

2 INDEX SELECTION EVALUATION
Evaluating new or comparing existing index selection approaches
from scratch is tedious because it does not only require implement-
ing the selection algorithms. It also includes setting up the database
and loading the data. Further, cost evaluation capabilities must be
integrated into the selection algorithms so that they can, for exam-
ple, use the optimizer’s cost estimates or actual processing times.
Moreover, it is desirable to automate the running of approaches
for various parameter settings (e.g., storage budget or number of
attributes per index) and different workloads. Finally, benchmark
results need to be measured, collected, and evaluated. In the end,
the evaluation work often takes more time than implementing the
actual index selection approach.

To facilitate the development and evaluation of index selection
approaches, we developed an evaluation platform [8]. The plat-
form supports the automatic setup of databases and evaluation
of approaches for different workloads, including the standardized
benchmarks TPC-H, TPC-DS, and the Join Order Benchmark. Users
can also connect the platform to an existing database and evaluate
indexes for custom workloads. Further, the platform includes im-
plementations of eight state-of-the-art approaches for comparison.
The platform is open source1 and can be extended for additional
workloads, approaches, and database systems (see GitHub page).

To run an evaluation, we only have to specify a single (JSON)
configuration file. Listing 1 shows a valid configuration file for
conducting an evaluation with our platform.
{ " d a t aba s e_ sy s t em " : " p o s t g r e s " ,

" benchmark_name " : " tpch " ,
" s c a l e _ f a c t o r " : 1 0 ,
" q u e r i e s " : [ 1 , 4 , 5 , 7 , 9 , 1 2 , 1 3 , 1 4 , 1 7 ] ,
" a l g o r i t hms " : [

{ " name " : " auto_admin " ,
" pa r ame te r s " : {

" max_indexes " : [ 3 , 4 , 5 ] ,
" max_index_width " : 2

} ,
} ,
{ " name " : " db2 a dv i s " ,

" p a r ame te r s " : {
" max_index_width " : 2 ,
" budget_MB " : [ 2 500 , 5 0 00 ] ,

} ,
} ,

]
}

Listing 1: Example configuration for running an index
selection evaluation in PostgreSQL.

In this case, we would use PostgreSQL with the TPC-H dataset
(scale factor 10) and a workload consisting of nine TPC-H queries.
Two different parametrized approaches, namely AutoAdmin and
the DB2 Advisor, would create index configurations. Overall, there
would be six index selection runs: Three for AutoAdmin, which
select 3, 4, and 5 indexes (parameter max_indexes), eachwith amax-
imum of two attributes (max_index_width = 2); two for DB2Advis,
which select indexes with an overall maximum storage consump-
tion of 2.5 and 5 GB (parameter budget_MB) and the same index
width as above.

1http://git.io/index_selection_evaluation
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Figure 2: Result analysis. Top left: summary graph. Top right: cost per query. Bottom: selected index configuration information.

The evaluation is startedwith a single command, e.g., "python -m
selection config.json". The platform first sets up the database,
e.g., generating and loading TPC-H data, if not existing yet. It then
runs the configured approaches for the specified workload. The
result data of an evaluation run is stored in CSV files per approach
and is the basis for the analysis. The CSV files contain one line
per index selection run and consist of, e.g., the determined index
configuration, the runtime for determining it, and the cost of every
query given the configuration.

3 RESULT ANALYSIS
Figure 2 shows a screenshot of our result analysis application2, in
this case for comparing index selection approaches for a TPC-H
workload. We can choose between analyzing different workload
results via the navigation bar at the top.

Summary Graph. The graph in the top left part is visible right
from the application start and displays a result summary for the
selected workload. It shows the workload cost for every (poten-
tially parametrized) approach per storage consumption of the so-
lutions’ index selection. In the example, it visualizes the results

2https://github.com/klauck/index_analysis

of 7 approaches. An individual data point corresponds to a sin-
gle index selection run with a fixed approach and parameters,
e.g., running the AutoAdmin approach with max_indexes=4 and
max_index_width=2.

With this graph, we can analyze approaches on a high level.
For example, we can see how much workloads benefit in general
from indexes and which approach finds the best indexes for which
storage budget. In our example, AutoAdmin finds the best indexes
for the selected workload for storage budgets of 5 GB and above.

However, the summary graph hides detailed information about
the index selection (e.g., which indexes have been selected) that
could be used for a more detailed understanding. Individual data
points (corresponding to parametrized approaches) can be selected
via click for a deeper analysis. Selected data points are then included
in the graph that visualizes the cost per query, and their details are
added to the area below; both are described below in more detail.
Cost per Query. The graph in the top right shows the cost per
query without indexes (as baseline) and for every selected data
point. In the example, four data points are selected. Data points
for the same base approach have the same border color. The color
intensity corresponds to the storage consumption.

Using this graph, we can inspect the most costly queries and how
much the individual queries benefit from the current indexes. At
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the same time, the most expensive queries may be good candidates
for additional tuning. In our example workload, query 19 and 21
have the highest cost but also strongly benefit from indexes.
SelectionDetails.The area below the summary and cost-per-query
graph shows details for user-selected data points. First, it states the
approach and the applied parameters as well as key metrics, i.e.,
(1) the relative workload cost of the selection based on the workload
cost without indexes, (2) the storage consumption of the current
index selection, and (3) the calculation time of the selection run.

Below,we can inspect the selected indexes: first, a chart visualizes
the storage consumption per index; second, we can inspect the
attributes per index and which queries benefit from the index.

In our example workload, the AutoAdmin approach currently
has three indexes. The single-attribute index on the l_orderkey
attribute has an estimated storage consumption of about 1.5 GB
and is used in query 4, 18, and 21.
Interactivity. This view also allows to adapt the current index
selection interactively. Thereby, we can tune index configurations
and directly observe the impact on storage and workload cost. We
can adapt existing indexes, i.e., remove individual attributes by
clicking on them or appending an attribute (to the end) of the index
using the drop-down menu next to the index. In addition, we can
remove an existing index by removing all of its attributes. Further,
we can also add an arbitrary index to the selection. In this process,
we first add a single-attribute index using the drop-down menu at
the bottom of the index overview. Afterward, we can add additional
attributes to the single-attribute index to obtain the desired multi-
attribute index.

Each individual adaption triggers a re-evaluation of the new
index selection, and the results are visualized in the storage con-
sumption, queries benefitting, and cost per query. Because index
adaptions only affect subsets of the queries and the platform caches
cost estimates, the number of cost estimations in the database sys-
tem for this re-evaluation is usually low.

The detailed information of individual approaches is beneficial
when comparing multiple approaches and in interplay with the cost
per query graph. Havingmultiple selected parametrized approaches,
we can compare their selected indexes. Using the cost per query, we
can detect possibilities to improve the current selection. Further, we
can interactively try various adaptions and see whether they have
the desired effects. While specific approaches often try out slight
(single-attribute or single-index) adaption during their selection
process, it is often too costly to try every adaption of addingmultiple
multi-attribute indexes, which is possible with our application.

4 DEMO EXPERIENCE
We present how to configure an index selection evaluation and
conduct an exemplary run. Users can then inspect the results and
adapt the index selections on their own with our guidance. For ex-
ample, together with the attendee, we want to improve the current
index configuration and find another beneficial index by interact-
ing with our application. In the demo, users can also analyze and
adapt evaluation results for TPC-H, TPC-DS, and the Join Order
Benchmark. Providing pre-computed results is useful because the
index selection for larger workloads and specific approach settings
may take over an hour [9]. Further, attendees can define custom

workloads and try to find the best indexes for them. Finally, we
show how to implement new selection approaches and explain how
the platform can be extended for further database systems.

5 CONCLUSIONS
We present our index selection evaluation platform and the interac-
tive result analysis tool. Using these applications, we can evaluate
indexes for custom workloads on an existing database. Further,
our platform enables the automatic evaluation of index selection
approaches for databases. The automatic evaluation facilitates im-
proving existing index selection approaches and crafting new ones
because it provides the database, workload, cost evaluation, and
baseline implementation, which otherwise often makes up a dom-
inant share of the development time. On top of the evaluation
platform, we built an interactive analysis tool to compare results
on a high level, deeply inspect the selected indexes, and adapt the
current selection. Besides gaining insights about specific index se-
lection approaches, our tool also helps in understanding the usage
of indexes in general.
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