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ABSTRACT
We demonstrateModsNet, a search tool for pre-trained data sci-
enceMODels recommendatioN using Examplar daTaset. Given a
set of pre-trained data science models, an “example” input dataset,
and a user-specified performance metric, ModsNet answers the
following query: “what are top-k models that have the best expected
performance for the input data?” The need for searching high-quality
pre-trained models is evident in data-driven analysis. Inspired by
“query by example” paradigm,ModsNet does not require users to
write complex queries, but only provide an “examplar” dataset, a
task description, and a performance measure as input, and can au-
tomatically suggest top-𝑘 matching models that are expected to
have desirable performance to perform the task over the provided
sample dataset. ModsNet utilizes a knowledge graph to integrate
model performances over datasets and synchronizes it with a bipar-
tite graph neural network to estimate model performance, reduce
inference cost, and promptly respond to top-𝑘 model search queries.
To cope with strict cold-start (upon receiving a new dataset when
no historical performance of registered models are observed), it
performs a dynamic, cost-bounded “probe-and-select” strategy to
incrementally identify promising models. We demonstrate the ap-
plication of ModsNet in enabling efficient scientific data analysis.
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1 INTRODUCTION
Emerging data-driven analysis [9] highlight the need to utilize
various data science models effectively. Unlike large models with
abundant training data, data science models are typically derived
from small-scale, domain-specific datasets (e.g., material science,
biology, physics), and often take considerable manual effort to
tune and validate due to large parameter space (e.g., variables from
experiments, processing methods, and device control).

One often prefers to reuse and fine-tune from existing high-
quality models [5] without repeatedly rebuilding or testing from
scratch. Data platforms such as Hugging Face gathered abundant
scripts and datasets. Nevertheless, searching for models that are
expected to perform well for a sample dataset remains to be a
desired yet missing function for such data platforms.

ModsNet. We demonstrateModsNet, a data engine to search for
high-quality, underutilized pre-trained models for data-driven anal-
ysis. The system is an optimized, nontrival enhancement of our
pilot study [10], with unique new features below.
“Search Models Simply with Data”.ModsNet does not require users
to write complex queries, but only needs a sample dataset (as a
“query”) to search for models. It jointly exploits “meta-features”
extracted from datasets, models, and task description, and perform
query-time performance estimation with a light-weighted graph
neural network (“estimator”) in support of online top-𝑘 search.
Performance-aware Search. Unlike existing data platforms that
search models/scripts based on (exact) tag matching, ModsNet se-
lects models with best expected performances over datasets and
metrics of users’ preferences. To this end, it is equipped with a
knowledge graph that constantly synchronizes and accumulates
factual knowledge about (estimated or validated) performances
between models and datasets. This in turn improves the accuracy
of performance estimation as new top-𝑘 queries are processed.
Test-free “Cold-start”.ModsNet tackles strict “cold-start”, a known
challenge in top-𝑘 selection, at query time. Queries may involve a
dataset that have never been seen before, for which performance
estimation is expensive due to estimator re-training, or re-testing
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Figure 1: ModsNet Workflow: Overview

of models over the dataset. In response,ModsNet exploits a cost-
bounded “probe-and-select” strategy that only explore models with
promising performances over similar data, without retraining. This
makes it feasible for large query workload and model repository.
On-Demand Visual Performance Analysis. ModsNet provides user-
friendly interfaces to support fast access, search, and exploration
of datasets and models. Users only need a “one-click” upload of
exemplar dataset, and (optional) configuration to specify a number
𝑘 and a task.ModsNet provides interactive panels for visual “card
views”, graph views, and on-demand performance test, to allow
users to browse, explore, and evaluate the selected models.

2 FRAMEWORK OVERVIEW
We start with several notations and auxiliary structures used in
ModsNet. These global structures are shared by all its components.

Interaction Graph.ModsNet works with a model-data interaction
graph G = (M,D,I, F ), which is an attributed bipartite graph.
(1) M is a class of “model” nodes that refer to a library of user-
registered data science models (or simply “models”), e.g., a machine
learning (ML) model, or a statistical model. (2) D is a class of
“dataset” nodes, where each node 𝑑 ∈ D refers to a dataset sample
provided for targeted analytical tasks, e.g., test data for ML models,
simulation data, or measurements. (3) I ⊆ M × D is a set of
interactions (tests) edges. Each edge (𝑚,𝑑) ∈ I denotes an observed
test of a model𝑚 ∈ M over a dataset 𝑑 ∈ D.
Meta-features. Each node 𝑣 ∈ M ∪ D (resp. edge (𝑚,𝑑) ∈ I) in G
is assigned a tuple F (𝑣) (resp. F (𝑚,𝑑)) that encodes its attributes
and values. (1) For a dataset node 𝑣 ∈ D, F (𝑣) can carry data
features such as measurements, parameter values, experimental
data or simulation data; (2) For a model node𝑚 ∈ M, F (𝑣) may
carry “meta-features” [8] such as statistics of model parameters,
hyperparameters, training environment, test settings, etc. (3) Given
an interaction (𝑚,𝑑) ∈ I, F (𝑚,𝑑) also specifies a weight that
quantifies a performance measure 𝑃 of user’s interests of a model
𝑚 ∈ M over a dataset 𝑑 ∈ D, such as accuracy or training cost.

Knowledge graph. ModsNet-KG is a knowledge graph K =

(V,R) that curates factual knowledge of models, datasets and their
interactions (test results and performances). Given an interaction
graph G, (1) each model node in M and dataset node in D from G
has a counterpart entity in V , (2) each (𝑚,𝑑) ∈ I has a counter-
part relation in R, and (3) in addition,V contains a set of entities
associated with models, such as contributors; and with datasets
such as authors. These auxiliary entities enrich meta-features in G.

Workflow. ModsNet consists of three major modular:
(1) Maintainer KM tracks changes of repositories to synchronize
a built-in knowledge graph K ; (2) Extractor EX maintains an
interaction graph G with meta-features and updates a GNN-based
estimator model E and (3) Probe-Selector PS selects models from
M for query dataset by consulting the estimator E in limited times.

ModsNetwill go through the following major steps for selection.
One-time Initialization.ModsNet “cold-starts” with a default knowl-
edge graph K . The extractor EX constructs an interaction graph G.
An estimator E is then trained as a link regression model over G,
to be consulted as a pre-trained model (see Section 3).
Model Selection. Upon receiving an exemplar dataset 𝑑𝑞 (a query),
ModsNet selects models for 𝑑𝑞 with two cases:
(a) 𝑑𝑞 ∈ D, and there exists𝑚 ∈ M such that (𝑑𝑞,𝑚) ∈ I, such
as 𝑑1 linked with𝑚1 and𝑚2 in Fig. 1. ModsNet will skip the Probe
Phase process and invoke a standard transductive setting.
(b) Otherwise, if 𝑑𝑞 is a new dataset without any existing inter-
actions in G, ModsNet will invoke Probe-Selector PS to identify
limited models M′ in M expected to perform well on 𝑑𝑞 , then add
probe edges by linking models inM′ and𝑑𝑞 and make selections by
consulting estimator E based on the probed graph (See Example 1).

Once 𝑑𝑞 is processed, the Maintainer KM logs 𝑑𝑞 , along with the
probed tests, if any, as new interactions and enriches the knowledge
graph K and interaction graph G accordingly. to keeps K “fresh”.

3 CORE MODELS AND ALGORITHMS
The demonstration will go through several fundamental models
and algorithms that efficiently implement the three major modules.

Extractor. The Extraction module extracts and optimizes the bipar-
tite Interaction graph G from the underlying knowledge graph K .
It mainly executes two major tasks: (1) feature generation, to enrich
node features with auxiliary knowledge from K ; and (2) sparsify
G by pruning unnecessary interactions (edges) between the model
nodes and dataset nodes, to reduce the overhead of the training,
performance estimation and recommendation cost.
Sparsifying Model-Data Interactions. To avoid pairwise tests, EX
exploits a performance closeness measure by joining dataset simi-
larity, model similarity, and the test results (e.g., accuracy). It groups
similar tests in terms of the performance closeness and conducts
a sparsification process based on node-clustering over G. This is
based on the idea that “similar models that only differ from few
(meta)features and are tested over similar dataset should yield similar
representations” [7], hence with comparable good performance.”

Performance Estimator. ModsNet trains a GNN-based Regres-
sion Model E to estimate the performance of a model 𝑚 over a
dataset 𝑑𝑝 . It adopts graph convolution layers and train E with a
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Figure 2: “Probe-and-Select” Strategy

learning objective that minimizes a mean squared loss

Lpred =
1

| Itrain |
∑︂

(𝑑𝑖 ,𝑚 𝑗 ) ∈Itrain

(�̂� (𝑑𝑖 ,𝑚 𝑗 ) − 𝑃 (𝑑𝑖 ,𝑚 𝑗 ) )
2 + 𝜆∥Θ∥22 (1)

where Itrain refers to a set of historically observed tests in G,
�̂� (𝑑,𝑚) and 𝑃 (𝑑,𝑚) refers to the predicted and estimated perfor-
mance of the model𝑚 over dataset 𝑑 , respectively; and Lpred in-
cludes a 𝐿2 regularization parameterized by 𝜆 to prevent overfitting.
Θ denotes trainable model parameters. Unlike traditional GCNs,
ModsNet appends an inductive embedding generation layer on top
of E, inspired by a lightweight variant of GCN [12]. This allows
ModsNet to quickly respond to unseen datasets without retraining.

Probe-Selector. The Probe-Selectormodule PS selects top-kmodels
for a query dataset 𝑑𝑞 by consulting Extractor EX with a bounded
number of times. It performs two steps: (1) Probe: for a new top-𝑘
query 𝑑𝑞 , it first samples a set of models M𝑝𝑟𝑜𝑏 with are likely
to have high expected performance, and insert “probing” (virtual)
edges to be verified; (2) Select: for each model𝑚 involved in the
probing phase, it invokes the estimator E to predict model perfor-
mance on 𝑑𝑞 , which solves a link prediction task.

The models are then ranked based on a derived score, defined as

𝑆𝑐𝑜𝑟𝑒 (𝑚) = 1
|I𝑠 |

∑︂
𝑒∈I𝑠

lsim((𝑑𝑞,𝑚), 𝑒) · 𝑃 (𝑒) (2)

Here I𝑠 refers to the probed tests involving the datasets that are
mostly similar to the query 𝑑𝑞 , and the models having the highest
performance; lsim is a similarity measure that is jointly determined
by the dataset similarity, model representation similarity, and the
estimated performance. Top-𝑘 models are then returned for 𝑑𝑞 .

Example 1: As illustrated in Fig. 2, after obtaining an interaction
graph G with embeddings of nodes and edges from Extractor EX,
based on KNN clustering,ModsNet gets 𝑑1, 𝑑2, and 𝑑4, which have
the highest similarity to 𝑑𝑞 , and retrieve models𝑚1,𝑚2, and𝑚𝑛

that linked with these datasets in G (left side).ModsNet then ranks
the models (Equation 2) and selects the models (𝑚2 and𝑚𝑛), which
are assumed to perform well on 𝑑𝑞 . It then creates two probe edges:
(𝑑𝑞 , 𝑚2) and (𝑑𝑞 , 𝑚𝑛) and get the probed graph G𝑝 (right side).
Finally, it consults GNN-based Estimator E to infer top-𝑘 models
on 𝑑𝑞 along with their estimated performance. □

Figure 3:ModsNet Architecture

Time Cost. The once-for-all “cold-start” ofModsNet takes𝑂 ( |K |+
|M||D|) time to initialize the extractor. While using a 𝐿-layer
GCN as an estimator E over G incurs an inherent cost of train-
ing and inference in 𝑂 (𝐿 |I | |F | + 𝐿( |M| + |D|) |F |2) time [4],
ModsNet optimizes a light-weighted GCN variant [6] that only
incurs a once-for-all training of E in𝑂 (𝐿 |I | |F |) time, and a query-
time inference in 𝑂 ( |I𝑠 | · |F |) time. The query processing cost
is in 𝑂 ( |I| + |M| log |M|) (“probe-and-select”) and in addition
𝑂 (𝑘 |I𝑠 | · |F | + 𝑘 log𝑘) time for selecting top 𝑘 models. We further
verified that the sparsification effectively reduced on average 23%
unpromising tests and speed up the training of E by 32%.

4 SYSTEM ARCHITECTURE
ModsNet is built upon a 4-layered design as illustrated in Fig. 3. (1)
The Query Layer consists of (a) an interactive Web GUI with portals
to collect crowdsourced datasets, models and their metadata, im-
plemented with JQuery framework; (b) a query parser (supported
by Flask APIs) to transform and deliver configuration and datasets
to the extractor and maintainer modulars. (2) The Estimation Layer
hosts a container that maintains the GNN-based estimator (trained
with PyTorch). (3) The Knowledge Management Layer contains the
core modulars: Extractor, Maintainer, and Probe-Selector. Along
with the modular programs are also core component programs
that coordinate data flow betweenModsNet-KG hosted in Neo4j.
The curation and synchronization of the knowledge graph is sup-
ported by an established crowdsourced platform [11]. (4) In the
Storage Layer, ModsNet stores (a) the raw datasets D, the model
repositoryM, and relevant metadata documents (in Google Cloud),
(b) their JSON objects in the native MongoDB storage, and (c) in-
dexed nodes and relations as triple stores ofK in Neo4j. These data
objects are cross-referenced with URLs, pointers, and indices, to
support fast access. (5)ModsNetAPIs support core functionalities
in the modulars, such as data converters that transform raw dataset
to featurized JSON objects, and interactive visualization.

5 DEMONSTRATION SCENARIO

Set up. We built a prototype systemModsNet [1]1 in JavaScript and
Python. We demonstrate ModsNet with a client/server protocol,
1Beyond [10], the system has been significantly optimized with more comprehensive
knowledge graphs, new built-in repositories, and APIs, optimized probing, and new
on-demand test functions with visualization panels.
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Figure 4: ModsNet: (a) Visual Interfaces, (b) Evaluation

with ModsNet hosted on a cluster of Linux cloud servers, each
having an Intel Core i7 processor with 2.6 GHz and 16G memory.

Build-in Model Libraries. (1) KIZoo includes 1800 image classi-
fiers, which accumulated over 1,000 GPU hours of training with
various CNN architectures, involved 72 image datasets from Kag-
gle [3]. (2) HFZoo includes 932 text classifiers for 66 text datasets,
collected from Hugging Face [2]. (3) PKZoo consists 462models for
“peak-finding” (a classification) task, 289 X-ray diffraction datasets,
and 98257 tests. PKZoo is crowdsourced from a community of 6
institutions, with model accuracy validated by material scientists.

Query by Examplar Dataset. We invite users to experience an
end-to-end, transparent top-𝑘 model selection session. Without
writing any complex query, users only need to access a config-
urable, “one-click” dataset upload step, to find promising top 𝑘

models. Users will also be able to download, inspect, and remove
the datasets and models, which is hosted by registered independent
query sessions. We go through a complete top-𝑘 search workflow,
by introducing major modules and their interactions with knowl-
edge graph, datasets, models, and their tests.

Performance-aware Selection. We shall invite users to compare
the results and response time betweenModsNet and several alter-
native selection algorithms. We report one result in Fig. 4(b) over
PKZoo with 98257 tests. We fixed 𝑘 = 10 and varied a threshold 𝛿
to constrain model selection from those with accuracy at least 𝛿 .
We observed thatModsNet outperforms the other methods by 1.3
times on average in ranking quality (NDCG@10), with an average
query response time at most 0.12 seconds. We will also show the
impact of dataset size, model size, and 𝑘 (omitted due to space limit).

Visual Performance Analysis. We will provide a thorough tour
for users to the interactive panels for (1) “one-click” model and
dataset upload, (2) configurable top-𝑘 search, and (3) on-demand
tests and visual performance comparison. We illustrate the real-
time monitor of the accuracy for the estimators. We will also guide
users to experience the multiple visualized “model card” view and
the graph views for user-friendly inspection of the returned models.

Applications. We showcase howModsNet can help domain scien-
tists accelerate the data analysis pipeline. (1) Our first scenario aims
to select pneumonia diagnosis classifiers from KIZoo to determine
whether a sample chest X-ray image indicates pneumonia-positive
or not.ModsNet suggested top-3models with the highest estimated
accuracy in 0.1 seconds. On-demand tests verified that the estimated
accuracy differ from actual counterparts with minor variances. (2)
Other cases applyModsNet for scientific text classification (using
HFZoo), and peak finding for materials analysis (using PKZoo),
respectively. In all scenarios, users can inspect the details of the
selected models to decide proper adoption for downstream tasks.
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