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ABSTRACT
Frequent subgraph mining is an important and well-studied prob-
lem with numerous applications such as the prediction of protein
functionalities and graph indexing. Many studies use the minimum-
image-based support (MNI) to measure the frequency of subgraphs
in single graph mining. Given a graph⌧ and an integer : , top-: fre-
quent subgraph mining is to �nd top-: frequent subgraphs in the
graph ⌧ based on MNI. However, there are two main challenges
in top-: frequent subgraph mining. (1) Computing MNI is time-
consuming. (2) The number of subgraphs for which MNI should
be computed is large. In this paper, we propose a novel algorithm
Minting to address these challenges. We propose a method to sig-
ni�cantly reduce the number of subgraphs for which MNI compu-
tation is required by using a tight upper bound of the MNI value.
We also improve the computation of MNI itself by utilizing both a
lower bound and an upper bound of the MNI value. Experiments
shows that our algorithm outperforms the state-of-the-art algo-
rithms by up to three orders of magnitude in terms of the elapsed
time. Our algorithm is also a feasible solution for this challenging
problem, even for large : .
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1 INTRODUCTION
Graphs can model complex relationships between objects and they
are widely used in many �elds such as bioinformatics, social net-
works, and chemistry. Mining frequent subgraphs is an important
and well-studied problem, which has numerous applications, in-
cluding the prediction of protein functionalities in computational
biology [13, 37, 45], graph indexing [61], classi�cation [16], cluster-
ing [21], and recommender systems [6].

Frequent subgraph mining can be categorized into two types:
transactional mining, which focuses on mining in a graph database
(of typically small graphs), and single graph mining, which is to �nd
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(a) Graph⌧

(b) subgraph (1

(c) subgraph (2

(d) subgraph (3

(e) subgraph (4

Figure 1: A graph ⌧ and its subgraphs (1, (2, (3, (4. Top-: fre-
quent subgraphs in ⌧ when : = 2 are (3 and (4.

frequent subgraphs within a single large graph [28, 30]. Between
these two types, single graph mining is a generalized version of
transactional mining, as a set of small graphs can be viewed as
components of a large graph. Additionally, single graph mining is
more challenging because multiple instances of identical subgraphs
may overlap [17].

Recently, considerable research has been done on frequent sub-
graph mining in a single large graph. Many studies [17, 26, 64] use
the minimum-image-based support (called MNI) [9] to measure the
frequency of subgraphs instead of counting the number of isomor-
phisms. The image set of a vertex D in a subgraph ( is the set of
vertices in the given graph ⌧ that D is mapped to. The MNI of a
subgraph ( is the size of the smallest image set among the vertices
of ( . Our work also uses MNI to measure subgraph frequency. In
this paper, we deal with the top-: frequent subgraph mining prob-
lem: Given a graph ⌧ and an integer : , top-: frequent subgraph
mining is to �nd top-: frequent subgraphs in the graph⌧ based on
MNI. Given a data graph⌧ in Figure 1 and : = 2, the result of top-2
frequent subgraph mining is the subgraphs (3 and (4 in Figure 1.
Existing Works and Challenges. GRAMI [17], Peregrine [26],
and FastPat [64, 65] address problems related to top-: frequent sub-
graph mining. GRAMI �nds subgraphs whose frequency is greater
than or equal to a user-de�ned frequency threshold g . Peregrine
takes a threshold g and an integer< as input, and �nds subgraphs
with< edges that have an MNI greater than or equal to g . Thus
both of them require some prior knowledge to set the frequency
threshold g . FastPat �nds top-: frequent patterns extended from
an input core pattern in a knowledge graph. It speci�cally targets
knowledge graphs and needs a core pattern as an input.

The framework used in many frequent subgraph mining algo-
rithms consists of subgraph generation and computing MNI [17, 59,
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64]. Subgraphs of the given graph are generated through an edge-
growing method [59]. MNI is computed for the subgraphs to deter-
mine whether each subgraph is frequent.

There are two main challenges in top-: frequent subgraph min-
ing. The �rst challenge is the computation of MNI, which is time-
consuming because it is an NP-hard problem [17, 20, 29]. Thus, it
is a bottleneck in frequent subgraph mining. Although GRAMI em-
ploys constraint satisfaction problems and FastPat utilizes join op-
erations for computing MNI, they still take a considerable amount
of time for MNI computation, thus occupying a major portion of
the time in �nding frequent subgraphs.

The second challenge is the large number of subgraphs for which
MNI should be computed. For any given graph, the number of
subgraphs can be exponentially large, leading to a huge search space
requiring exploration [42, 64]. Since the computation of MNI is a
time-consuming process, the large number of subgraphs for which
MNI computation is required leads to an exceedingly large amount
of time to �nd frequent subgraphs. Although FastPat employs an
upper bound in its process, this bound is not tight, still resulting in
the generation of a large number of subgraphs. Therefore, frequent
subgraph mining is a doubly hard problem, both in generating
subgraphs of the given graph in the form of a lattice [28] and in
computing MNI for the subgraphs.
Contributions. In this paper, we propose a novel algorithm Minting
(Mining top-k patterns in graph) to address the aforementioned
challenges. The contributions of our work are as follows.

(1) We introduce a new data structure called marked CS (Candidate
Space) where each candidate vertex is marked as con�rmed,
invalid, or undetermined. A candidate vertex is called valid if it
is con�rmed or undetermined. Based on this data structure, we
propose key concepts minVL(() and minCF(().
• For a subgraph ( of the given graph, the valid candidate set
+!(D) for each vertex D of ( is the set of valid candidates for
D in the marked CS. We de�ne minVL(() to be the minimum
size among valid candidate sets, and prove that minVL(() is
an upper bound of the MNI value of ( , denoted by MNI(().

• For a subgraph ( of the given graph, the con�rmed candidate
set ⇠� (D) for each vertex D of ( is the set of con�rmed candi-
dates for D in the marked CS. We de�ne minCF(() to be the
minimum size among con�rmed candidate sets, and prove
that minCF(() is a lower bound of MNI(().

(2) We reduce the number of subgraphs for which MNI computation
is required. We do this using the upper bound minVL(() and a
�ltering algorithm on the marked CS. The �ltering algorithm
repeatedly selects (using a queue) a candidate vertex which is
newly marked as invalid and checks whether the candidates ad-
jacent to it satisfy safety conditions. The safety conditions used
here are connectivity-safety and neighbor-safety. If a candidate
becomes invalid by violating one of safety conditions, it is in-
serted into the queue. Since a candidate newly marked as invalid
can cause adjacent candidates to become invalid, our method is
more e�ective in �ltering candidates than DAG-DP (a �ltering
technique in DAF and VEQ [22, 29]) which proceeds top-down
and bottom-up on a DAG, thus checking unnecessarily all parts
of the marked CS repeatedly.

As candidates in the marked CS are �ltered out, minVL(() de-
creases. As soon as minVL(()  g (smallest MNI value among
the current top-: subgraphs), subgraph ( cannot be one of top-
: results, and so it is pruned out without computing its MNI
value. By this method, we signi�cantly reduce the number of
subgraphs for which MNI computation is required.

(3) We improve the computation of MNI itself. We do this by a
novel algorithm forMNI computation utilizing both lower bound
minCF(() and upper bound minVL((). If we �nd an embedding
of ( in ⌧ that maps a vertex D of ( to a vertex E of ⌧ , |⇠� (D) |
increases, and thus minCF(() may increase. If there is no such
embedding, E 2 ⇠ (D) becomes invalid. We apply our �ltering
algorithm from the invalid candidate, which can make other
undetermined candidates invalid. Thus minVL(() can decrease.
When the two bounds converge (i.e., are the same), the same
value is MNI((). This method signi�cantly reduces the number
of subgraph isomorphism checks (i.e., �nding an embedding of
( in ⌧), making the computation of MNI e�cient.
Additionally, we have improved the process of checking whether
a DFScode [59] is canonical for certain subgraphs. This improve-
ment reduces the time required from a potentially exponential
to constant.

(4) We conduct extensive experiments with the state-of-the-art algo-
rithms on six real-world datasets. When contributions (2) and (3)
are combined together, they produced signi�cant performance
improvements in our experiments. Experiments shows that our
algorithm outperforms the existing algorithms by up to three
orders of magnitude in terms of elapsed time. Our algorithm is
also a feasible solution for this challenging problem, top-: fre-
quent subgraph mining, even for large : .

2 PRELIMINARIES
In this paper, we focus on undirected simple graphs with labeled
vertices. Our techniques can be extended to directed and edge-
labeled graphs. A graph ⌧ = (+ (⌧), ⇢ (⌧), !⌧ ) consists of a set of
vertices + (⌧), a set of edges ⇢ (⌧), and a labeling function !⌧ :
+ (⌧) ! ⌃ that assigns labels to vertices where ⌃ is a set of labels.
A graph is non-trivial if a graph has at least one edge.

De�nition 2.1. For a graph ( = (+ ((), ⇢ ((), !( ) and a graph⌧ =
(+ (⌧), ⇢ (⌧), !⌧ ), an embedding of ( in ⌧ is an injective function
5 : + (() ! + (⌧) satisfying (i) !( (D) = !⌧ (5 (D)) for all vertices
D 2 + ((), and (ii) (5 (D), 5 (D0)) 2 ⇢ (⌧) for all edges (D,D0) 2 ⇢ (().

2.1 Problem Statement
Frequent subgraph mining is the problem of �nding subgraphs with
a large support in a graph, where the support refers to how fre-
quently a subgraph appears in the graph. The most straightforward
way to measure the support of a subgraph is to count its embed-
dings. For instance, in the graph shown in Figure 1, the number of
embeddings of the subgraph (1 and its extension (2 are 3 and 6, re-
spectively. A support is anti-monotone if the support of a graph ⌧
is always less than or equal to the support of any subgraph ⌧ 0 of
⌧ . However, the number of embeddings does not satisfy the anti-
monotone property because the support of subgraph (2 is greater
than the support of its subgraph (1. The anti-monotone property
is crucial in frequent subgraph mining because it allows pruning
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of the search space: If a subgraph is infrequent, any subgraph ex-
tended from that subgraph will also be infrequent [18]. There are
several supports satisfying the anti-monotone property, such as
minimum-image-based support [9], minimum instance [35], and
maximum independent set [30]. In this paper, we use the minimum-
image-based support (called MNI) as the support since MNI is com-
monly used in many previous studies [17, 64, 65]. The problem of
computing MNI is NP-hard because subgraph isomorphism, which
is NP-complete [20], can be reduced to it in polynomial time.

De�nition 2.2. Let 51, 52, . . . , 5= be the set of embeddings of a
subgraph ( in a graph ⌧ . For a vertex D 2 + ((), the image set of D,
denoted by � (D), is the set that contains the vertices E in ⌧ such
that a function 58 maps the vertex D to E .

De�nition 2.3. The minimum-image-based support (MNI) of ( in
⌧ , denoted by MNI((), is de�ned as minD2+ (( ) |� (D) |.

Example 2.4. For a graph ⌧ and a subgraph (3 in Figure 1, there
are 6 embeddings of (3 in ⌧ . For the vertices D1,D2 of (3, we have
their image sets as � (D1) = {E1, E2, E6, E7} and � (D2) = {E3, E5, E8}.
So, MNI((3) in⌧ ismin{4, 3} = 3. Similarly, MNI((1) ismin{3, 2} =
2, MNI((2) is min{4, 3, 2} = 2, and MNI((4) is min{4, 3, 4} = 3.

De�nition 2.5. Given a graph ⌧ and an integer : , the top-: fre-
quent subgraph mining problem is to �nd a set � = {(1, (2, . . . , (: }
of non-trivial, connected subgraphs of⌧ such that MNI((8 ) for any
1  8  : is larger than or equal to MNI(( 0) for any other non-
trivial, connected subgraph ( 0 of ⌧ that is not in �.

2.2 Related Work
Transactional mining focuses on mining frequent subgraphs in a
database of many small graphs, typically mining subgraphs whose
support is greater than or equal to a user-de�ned threshold g . Nu-
merous solutions [24, 53, 59] have been proposed for this problem.
gSpan [59] introduced the DFS canonical form, which enables the
generation of subgraphs without generating duplicates. For approx-
imate frequent subgraph mining, algorithms such as APGM [27]
and REAFUM [33] have been developed. In distributed settings,
Pre�xFPM [57] and PFSM [55] are proposed for parallel solutions.
MARGIN [51] focuses on identifying maximal frequent subgraphs,
while CloseGraph [60] targets closed frequent subgraphs. Beyond
frequent subgraph mining, various studies conduct on di�erent
subgraph mining. LEAP [58] and GraphSig [44] are dedicated to
�nding signi�cant patterns. RESLING [39] �nds representative sub-
graph patterns. Additionally, TKG [19] returns the top-: frequent
subgraphs in a graph database.

Single graph mining focuses on �nding frequent subgraphs in a
single large graph. Many works in single graph mining use the MNI

Table 1: Frequently Used Notations
Symbol De�nition
⌧, ( Graph and subgraph

+ (⌧), ⇢ (⌧), !⌧ Vertices, edges, and labels of a graph ⌧
#⌧ (D) Neighbors of D in a graph ⌧
⇠ (D) Set of candidate vertices for D

⇠ (D= | D, E) Set of candidate neighbors of (D, E) to D=
+!(D) Set of valid candidates in ⇠ (D)
⇠� (D) Set of con�rmed candidates in ⇠ (D)

(a) subgraph ( (b) Marked CS

Figure 2: A subgraph ( , and the marked CS (blue for con-
�rmed vertices, red for invalid, and white for undetermined)
on ( and ⌧ from Figure 1, after �nding an embedding
{(D1, E6), (D2, E5), (D3, E7), (D4, E8)} and determining that there
is no embedding mapping D2 to E3.

as the support metric. Several algorithms [17, 30, 40] have been pro-
posed for mining subgraphs in a single large graph whose support
is greater than or equal to a user-de�ned threshold g . GRAMI [17]
uses a constraint satisfaction problem to compute MNI. For approx-
imate frequent subgraph mining, algorithms such as AGRAMI [17]
and MANIACS [43] have been developed. In distributed settings,
DISTGRAPH [49] o�ers solutions for very large graphs that are too
large to �t in memory. ScaleMine [4] provides a parallel frequent
mining system. For dynamically changing graphs, TIPTAP [38]
and IncGM+ [5] have been developed. WeGrami [31] specializes
in weighted subgraphs, and fanta [12] �nds frequent subgraphs in
uncertain graphs. CSM-E [42] targets �nding correlated subgraphs
in a single graph. FastPat [64, 65] �nds top-: frequent patterns
extended from an input core graph in knowledge graphs, dealing
with directed graphs and requiring a core graph. FastPat employs
a combination of meta-indexing and bounds to selectively prune
out patterns. It also employs a two-pass join method for the com-
putation of MNI. GsFSM [67] addresses geo-social frequent pattern
mining in geosocial networks, considering spatial and label con-
straints along with core patterns. APRTOPK [56] �nds k frequent
patterns that maximize an interestingness value.

In system research related to graph mining, several systems have
been developed, including RStream [54], Arabesque [50], ASAP [25],
G-miner [10], Sandslash [11], and Peregrine [26]. These systems are
designed to support a wide range of graph mining problems, such
as clique detection, motif �nding, and frequent subgraph mining.

Frequent subgraph mining is closely related to subgraph match-
ing because subgraph matching is used to compute MNI. Extensive
research has been conducted on subgraph matching [7, 8, 14, 22, 23,
29, 36, 41, 46–48, 62] . Many practical solutions, such as DAF [22],
VEQ [29], BICE [14], and GuP [7], are based on Ullmann’s back-
tracking framework [52]. They adopt a �ltering-backtracking ap-
proach, reducing the candidate set size in the �ltering phase and
employing techniques to prune the search space during backtrack-
ing. Some algorithms [36, 48] utilize a join-based framework.

3 OVERVIEW OF OUR ALGORITHM
In this section, we introduce an auxiliary data structure called
the marked CS and outline our top-: frequent subgraph mining
algorithm.
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Algorithm 1: top-: Frequent Subgraph Mining
input :A single graph G, an integer :
output : top-: frequent subgraphs based on MNI

1 �A4@⇢364  Compute frequent edges
2 Initialize �0=B with �A4@⇢364
3 if �A4@⇢364 .B8I4 () � : then
4 g  :-th largest MNI in �A4@⇢364

5 else
6 g  0
7 foreach 4 2 �A4@⇢364 do
8 ⇢GC4=B8>=(4, 4 .CS)
9 while �20=3 < ; and �20=3 .C>? .D1 > g do
10 ( , CS �20=3 .?>? ()
11 (MNI((),CS)  ⇠><?DC4"#� ((,CS)
12 if MNI(() > g then
13 Update �0=B by (( , MNI(())
14 Update g
15 ⇢GC4=B8>=((,CS)

16 return �0=B

3.1 Marked CS
The candidate space (CS) is an auxiliary data structure used to solve
the subgraph matching problem, proposed by [22] and extended by
[29]. The candidate space comprises the set of candidates along with
edges between them, ensuring that all embeddings are preserved
within CS. We extend this de�nition of CS by adding marking
information to compute the MNI of a subgraph quickly.

De�nition 3.1. A marked CS on a subgraph ( and a graph ⌧
consists of the candidate set ⇠ (D) with marking information for
each vertex D 2 + (() and edges between the candidates as follows:
• For each D 2 + ((), there is a candidate set ⇠ (D), which is a set

of vertices in ⌧ that D can be mapped to. A vertex E 2 ⇠ (D) can
have one of the following three states:
– con�rmed if E is in the image set � (D);
– invalid if E is not in the image set � (D);
– undetermined if it is not determined whether E is in the

image set � (D) or not.
• There is an edge between E 2 ⇠ (D) and E 0 2 ⇠ (D0) if and only if

(D,D0) 2 ⇢ (() and (E, E 0) 2 ⇢ (⌧).
Example 3.2. Consider the graph ⌧ in Figure 1 and the sub-

graph ( in Figure 2a. After �nding an embedding {(D1, E6), (D2, E5),
(D3, E7), (D4, E8)} and �nding that there is no embedding in which
D2 is mapped to E3, the marked CS on ⌧ and ( is shown in Fig-
ure 2b. Four candidates E1, E2, E6, E7 are in ⇠ (D1), and there is an
edge between E6 in ⇠ (D1) and E5 in ⇠ (D2). The vertex E3 in ⇠ (D2)
is marked red (invalid) because there is no embedding that maps
D2 to E3. The vertices E6 in ⇠ (D1), E5 in ⇠ (D2), E7 in ⇠ (D3) and E8
in ⇠ (D4) are marked blue (con�rmed) because there is an embed-
ding {(D1, E6), (D2, E5), (D3, E7), (D4, E8)}. All remaining candidates
are marked white (undetermined).

De�nition 3.3. For a vertex D in + (() and candidate E in ⇠ (D),
the candidate E in ⇠ (D) is valid if the state of the candidate E is
con�rmed or undetermined.

Algorithm 2: Extension
input :A subgraph ( , a marked CS of (

1 foreach D 2 + (() and 4 = (D,D0) 2 �A4@⇢364 do
2 if MNI(4) > g then
3 Let ( 0 be the extension of ( with the new edge 4
4 Build CS0 from CS
5 (8B⇠0=3⌧A0?⌘,CS0)  ⇠(=>34�8;C4A8=6(( 0,CS0, 4)
6 if 8B⇠0=3⌧A0?⌘ then
7 *⌫0  minVL(( 0)
8 �20=3 .insert(( 0,CS0,*⌫0)

De�nition 3.4. For E 2 ⇠ (D) and D= 2 #( (D), the candidate
neighbors of (D, E) to D= , denoted by ⇠ (D= | D, E), is de�ned as the
set of candidate E= 2 ⇠ (D=) that is adjacent to E 2 ⇠ (D).

Example 3.5. For the marked CS in Figure 2b, ⇠ (D3 | D2, E5) is
{E6, E7} and ⇠ (D2 | D3, E2) is {E3}.

De�nition 3.6. For a subgraph ( of ⌧ and a marked CS on ( and
⌧ , the valid candidate set +!(D) is the set of valid candidates in
⇠ (D) for each vertex D 2 + (().

De�nition 3.7. For a subgraph ( of ⌧ , <8=+!(() is the mini-
mum size of valid candidates set +!(D) among D 2 + ((), i.e.,
minD2+ (( ) |+!(D) |.

T������ 3.8. For a subgraph ( of ⌧ , minVL(() is an upper bound
of MNI(().

P����. By de�nition of the marked CS, all embeddings of (
in ⌧ are in the marked CS. Furthermore, each embedding con-
sists of only valid candidates. It means that for every D 2 + ((),
the image set � (D) is a subset of +!(D), i.e., |� (D) |  |+!(D) |.
Hence minD2+ (( ) |� (D) |  minD2+ (( ) |+!(D) | = minVL((). Since
MNI(() isminD2+ (( ) |� (D) |, minVL(() is an upper bound ofMNI(().

⇤

3.2 Top-: frequent subgraph mining
Algorithm 1 shows the overview of our algorithm that outputs the
top-: frequent subgraphs in a given graph⌧ . It follows the general
framework to solve top-: frequent subgraph mining [19, 64, 65].
On top of this framework, our algorithm reduces the number of
subgraphs for which MNI computation is required by a �ltering
process, and uses both lower and upper bounds of MNI to compute
the MNI of a subgraph e�ciently. The framework uses two data
structures: a min-heap �0=B , and a max-heap �20=3 . The min-heap
�0=B keeps the current top-: subgraphs along with their MNIs,
while the max-heap �20=3 holds subgraphs for which MNI com-
putation is needed, along with the marked CS and the MNI upper
bound (i.e., minVL). The algorithm starts by computing the top-
: frequent edges based on their MNIs to form the set of frequent
edges, �A4@⇢364 (line 1). The top-: frequent edges become the cur-
rent top-: results, and the subgraphs extended from these edges can
become subgraphs for which MNI computation is needed. So, �0=B
is initialized using the top-: frequent edges from �A4@⇢364 (line 2).
g is the smallest MNI value among the current top-: results, and it
is 0 if the size of �A4@⇢364 is less than : (lines 3-6). �20=3 is initial-
ized by adding subgraphs extended from the edges in �A4@⇢364 via
Extension. Extension takes a subgraph and its marked CS as inputs,
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Algorithm 3: Filtering
input :A subgraph ( , a marked CS of ( , a new edge

4 = (D,D0)
output : (whether ( is a subgraph for which MNI

computation is needed, re�ned CS)
1 �  ⇠><?DC4�=8C80;(4C ((,CS, 4)
2 (8B⇠0=3⌧A0?⌘,CS)  ⇠(=>34�8;C4A8=6((,CS, � )
3 return (8B⇠0=3⌧A0?⌘,CS)

generates extended subgraphs, and adds to the max-heap �20=3
the subgraphs for MNI computation is needed (lines 7-8).

We pop a subgraph ( with the largest MNI upper bound (i.e.,
minVL(()) from �20=3 (line 10). We �nd the embeddings of ( in
⌧ and mark the candidates in the marked CS. Using this marking
information, we compute MNI(() (line 11). If this MNI(() is greater
than g , then the subgraph ( becomes one of the current top-: results.
Thus, the subgraph ( is added to�0=B , and the value of g is updated.
Additionally, new subgraphs are generated by adding an edge to the
subgraph ( , and subgraphs for which MNI computation is needed
are added to�20=3 via Extension (lines 12-15). This iteration repeats
until either �20=3 is empty or the largest MNI upper bound of
subgraphs in �20=3 is less or equal to g .

Algorithm 2 shows Extension, which is the process of generating
extensions of a subgraph ( using the edge-growing method and
adding to the max-heap �20=3 the subgraphs for which MNI com-
putation is needed. The edge-growing method, frequently used in
prior studies [17, 59, 64, 65], extends a subgraph by adding an edge.
Instead of every edge, the edges added to the subgraph ( are from
�A4@⇢364 and have an MNI value greater than g (lines 1-2). This is
due to the anti-monotone property of MNI. If the MNI of the edge
is not greater than g , then the MNI of the extended subgraph is also
not greater than g , which is the smallest MNI value of the current
top-: subgraphs. We employ gSpan’s DFScode canonical form [59]
to prevent generating duplicate subgraphs.

For each subgraph ( 0 extended from the subgraph ( , we build a
marked CS on the extended subgraph ( 0 and⌧ . To build the marked
CS on ( 0 and ⌧ , the candidates are copied from the marked CS on
the subgraph ( and ⌧ excluding invalid candidates. Subsequently,
all marking information is initialized to undetermined. If a new
vertex D0 is created, the candidate set ⇠ (D0) is initialized as the set
of vertices in graph⌧ that have the same label as D. In addition, the
neighborhood label frequency (NLF) �lter [23] is applied (line 4).
After the marked CS on ( 0 and ⌧ is constructed, a �ltering process
computes a tight upper bound of MNI(( 0) and outputs whether
the subgraph is a subgraph for which MNI computation is needed,
along with re�ned marked CS (line 5). If the subgraph ( 0 needs MNI
computation, then ( 0 is added to the max heap �20=3 (lines 6-8).

4 REDUCING THE NUMBER OF SUBGRAPHS
In this section, we propose a method to reduce the number of sub-
graphs for which MNI computation is required. We present a �l-
tering algorithm on the marked CS to make minVL(() a tight up-
per bound. Additionally, we describe two conditions, connectivity-
safety and neighbor-safety, which are used in the �ltering process.

Computing a tight MNI upper bound reduces the number of sub-
graphs for which MNI should be computed. For example, consider

Algorithm 4: CSnodeFiltering
input :A subgraph ( , a marked CS of ( , an initial set �
output : (false, re�ned marked CS) if 9 D s.t. |+!(D) |  g

(true, re�ned marked CS) otherwise
1 for (D, E) 2 � do
2 mark E 2 ⇠ (D) as invalid
3 if |+!(D) |  g then
4 return (false, CS)
5 & .8=B4AC (D, E)
6 while Q is not empty do
7 (D, E)  & .?>?
8 for each pair (D=, E=) adjacent to (D, E) do
9 if E= 2 ⇠ (D=) is marked as invalid then
10 continue
11 E8>;0C43  5 0;B4

// update and check connectivity-safety
12 #1A⇠=C (D=, E=,D)��
13 if #1A⇠=C (D=, E=,D) = 0 then
14 E8>;0C43  CAD4

15 else
// update and check neighbor-safety

16 Update #1A⇠( (D=, E=, !( (D))
17 if neighbor-safety is violated then
18 E8>;0C43  CAD4

19 if E8>;0C43 is CAD4 then
20 Mark E= 2 ⇠ (D=) as invalid
21 if |+!(D=) |  g then
22 return (false, ⇠()
23 & .8=B4AC (D=, E=)

24 return (true, CS)

the graph ⌧ in Figure 3a and the subgraph ( in Figure 3b, with g
set to 1. Without the �ltering process, the marked CS on ( and⌧ is
shown in Figure 3c. The MNI upper bound, minVL((), is computed
as 2, which exceeds g . Thus, we compute MNI((). However, since
MNI(() is 1, subgraph ( cannot be added to the top-: results. In
contrast, when we apply the �ltering process, the resulting marked
CS is shown in Figure 3h and the subgraph has an MNI upper bound
of 1. Since this is equal to g , we can ignore the subgraph without
computing its MNI.

To obtain a tight MNI upper bound, we use a �ltering process to
get a compact valid candidate set. Following are the two conditions
used in the �ltering process. One is connectivity-safety condition
and the other is neighbor-safety condition which is proposed in
VEQ [29].

De�nition 4.1. For vertex D 2 + ((), E 2 ⇠ (D), and its neighbor
D= 2 #( (D), #1A⇠=C (D, E,D=) is the number of valid candidates
in the candidate neighbor set ⇠ (D= |D, E), i.e., |{E= |E= 2 ⇠ (D= |D, E)
and E= 2 ⇠ (D=) is E0;83}|.
De�nition 4.2. Given a subgraph ( of ⌧ and a marked CS on

( and ⌧ , E 2 ⇠ (D) is connectivity-safe if #1A⇠=C (D, E,D=) > 0 for
every neighbor vertex D= 2 #( (D).
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(a) Graph⌧ (b) Subgraph ( (c) Initial marked CS (d) After marking initial candi-
dates

(e) After the �rst iteration (f) After the second iteration (g) After the third iteration (h) Upon completion of �ltering
process

Figure 3: Filtering process for a given graph⌧ and a subgraph ( created by adding a new edge (D4,D5). Among the candidates for
D4 and D5, candidate E6 2 ⇠ (D4) is marked as invalid for violating connectivity-safety. Then, E1 2 ⇠ (D1), E1 2 ⇠ (D3), and E4 2 ⇠ (D2)
are marked as invalid in this order.

De�nition 4.3. For each vertexD 2 + (() and a label ; 2 ⌃, a neigh-
bor set#1A( (D, ;) is the set of neighbors ofD labeled with ; . For each
vertex E 2 ⇠ (D) and a label ; 2 ⌃, a neighbor set #1A⇠( (D, E, ;) is de-
�ned as[D=2#1A( (D,; ) {E= |E= 2 ⇠ (D= |D, E) and E= 2 ⇠ (D=) is E0;83}.

De�nition 4.4. Given a subgraph ( of ⌧ and a marked CS on (
and ⌧ , E 2 ⇠ (D) is neighbor-safe if |#1A( (D, ;) |  |#1A⇠( (D, E, ;) |
for every label ; 2 ⌃.

These conditions are necessary conditions for the existence of
an embedding that maps D to E . During the �ltering process, a
candidate E 2 ⇠ (D) violating any of two conditions is marked as
invalid. Thus, after the �ltering process, all embeddings are still
preserved in the marked CS and consist of only valid candidates.

For each vertex D in + (() and each candidate E in ⇠ (D), the
"(D, E) pair" represents a node in the marked CS. For a (D, E) pair
and a (D0, E 0) pair, we say (D, E) is adjacent to (D0, E 0) if and only if
there is an edge between E 2 ⇠ (D) and E 0 2 ⇠ (D0) in the marked
CS. Our algorithm runs over these (D, E) pairs.

In Extension, a new subgraph is created by adding an edge 4 =
(D,D0). This new edge 4 may cause certain candidates E of vertex D
(also certain candidates E 0 of vertex D0) to violate connectivity-safe
or neighbor-safe conditions. The (D, E) pairs for such E (also (D0, E 0)
pairs for such E 0) form the initial set � for the �ltering process, and
the �ltering begins with the pairs in the set � .

Algorithm 3 shows the overview of this �ltering process. It com-
putes the initial set � for �ltering (line 1). Then, CSnodeFiltering
computes a compact valid candidate set, starting by marking candi-
dates E 2 ⇠ (D) as invalid for each (D, E) pair in the initial set � . This
returns whether subgraph ( is a subgraph for which MNI computa-
tion is needed along with the re�ned CS (line 2).

Algorithm 4 shows CSnodeFiltering, which is the process of com-
puting a compact valid candidate set by marking the candidates
that violate any of the connectivity-safety or neighbor-safety con-
ditions as invalid from the (D, E) pairs in the initial set � . During the
process, the algorithm checks whether the size of +!(D) for a ver-
tex D is less than or equal to g . If this is the case, indicating that the

upper bound of MNI, minVL(S), cannot exceed g , the algorithm ter-
minates early and returns false, along with the re�ned marked CS.
Conversely, if the �ltering process completes without such early
termination, indicating that the upper bound of MNI exceeds g , it
returns true, along with the re�ned marked CS.

The algorithm uses a queue & to store (D, E) pairs, where the
state of candidate E in ⇠ (D) has recently transitioned from valid to
invalid due to violating any condition.

Initially, for each (D, E) pair in the initial set � , the candidates
E 2 ⇠ (D) are marked as invalid, and the algorithm checks the size
of +!(D). After checking the size of +!(D), the (D, E) pair is added
into the & (lines 1-5). A (D, E) pair is popped from Q (line 7). The
changed state of the candidate E 2 ⇠ (D) to invalid triggers update
in the #1A⇠=C and #1A⇠( for candidates E= 2 ⇠ (D=) adjacent to
E 2 ⇠ (D). If these updates cause E= 2 ⇠ (D=) to violate any of
the connectivity-safety or neighbor-safety condition, then E= 2
⇠ (D=) is marked as invalid and the algorithm updates the size of
+!(D=). After checking the size of+!(D=) against g , this candidate
E= 2 ⇠ (D=) is added into the queue & (lines 8-23). The algorithm
continues this process until the queue & is empty.

Example 4.5. Figures 3(c)-(h) show �ltering process when con-
sidering the new edge (D4,D5) for a graph ⌧ and a subgraph (
in Figure 3. Among the candidates of D4,D5, which are the end-
points of the new edge (D4,D5), the candidate E6 2 ⇠ (D4) violates
the connectivity-safety. Thus, the initial set � is {(D4, E6)}. Then,
E6 2 ⇠ (D4) is marked as invalid and the pair (D4, E6) is inserted
into the queue & . Subsequently, the pair (D4, E6) is popped from &
and for candidates adjacent to E6 2 ⇠ (D4), their #1A2=C and #1A⇠(
are updated. The candidates E1 2 ⇠ (D1) and E1 2 ⇠ (D3) violate
connectivity-safety and thus are marked as invalid and added into
& . Subsequently, E4 2 ⇠ (D2) is also marked as invalid.

In dense graphs, marking (D, E) pairs as invalid tends to a�ect
more pairs. In our implementation, we apply the �ltering process
when the average degree of the graph ⌧ is greater than or equal to
3 and we erase the invalid candidates in the marked CS.
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Algorithm 5: ComputeMNI(basic)
input :A subgraph ( , a marked CS of (
output :max(MNI((), g), re�ned marked CS

1 <=8  +1
2 for D 2 + (() do
3 2>D=C  0
4 for E 2 ⇠ (D) do
5 if E 2 ⇠ (D) is already marked as con�rmed then
6 2>D=C++
7 continue
8 Find an embedding that maps D to E
9 if there is such an embedding 5 then
10 mark E 0 2 ⇠ (D0) as con�rmed for all mappings

(D0, E 0) in 5
11 2>D=C++
12 else
13 mark E 2 ⇠ (D) as invalid

14 if 2>D=C  g then
15 return (g , CS)
16 <=8  min(<=8, 2>D=C)
17 return (<=8 , CS)

5 IMPROVING MNI COMPUTATION
In the previous section, we showed that minVL serves as an upper
bound of MNI. In this section, we will de�ne a lower bound of MNI
and propose an algorithm to compute the exact MNI using both the
upper and lower bounds.

Algorithm 5 shows the basic process of computing MNI of the
subgraph ( . For each vertex D 2 + (() and each candidate E 2
⇠ (D), the algorithm checks if there exists an embedding in which
D is mapped to E . If such an embedding exists, for every mapping
(D0, E 0) in that embedding, E 0 2 ⇠ (D0) is marked as con�rmed (lines
9-11). These con�rmed candidates E 0 2 ⇠ (D0) are then skipped
in subsequent checks for the existence of embeddings (lines 5-7).
Conversely, if there is no such embedding, then E 2 ⇠ (D) is marked
as invalid (lines 12-13). After checking all candidates for D, the size
of the image set � (D) becomes equal to the number of candidates
marked as con�rmed, so if this size is less than or equal to g , the
algorithm terminates early, as the MNI of the subgraph cannot
exceed g (lines 14-15). After candidates for all vertices in + (() are
marked, the algorithm returns the MNI of the subgraph (line 17).

In the basic algorithm, every candidate is marked as con�rmed
or invalid to compute the MNI. In contrast, our algorithm use lower
bound and upper bound of the MNI, enabling the computation of
the MNI without the need to mark all candidates as con�rmed or
invalid.

De�nition 5.1. For a subgraph ( of ⌧ and a marked CS on (
and ⌧ , the con�rmed candidate set ⇠� (D) is the set of con�rmed
candidates in ⇠ (D) for each vertex D 2 + (().

De�nition 5.2. For a subgraph ( of⌧ ,<8=⇠� (() is the minimum
size of con�rmed candidate set ⇠� (D) for each D 2 + ((), which is
<8=D2+ (( ) |⇠� (D) |.

Algorithm 6: ComputeMNI
input :A subgraph ( , a marked CS of (
output :max(MNI((), g), re�ned marked CS

1 foreach D 2 + (() do
2 20=3�3G [D]  0
3 while minCF < minVL do
4 choose vertex D in + (() based on |+!(D) | and |⇠� (D) |
5 while 20=3�3G [D] < |⇠ (D) | do
6 if (D, E) is marked as con�rmed or invalid then
7 20=3�3G [D]++
8 continue
9 E  ⇠ (D) [20=3�3G [D]]

10 Find an embedding that maps D to E
11 20=3�3G [D]++
12 if there is such an embedding f then
13 mark E 0 2 ⇠ (D0) as con�rmed for all mappings

(D0, E 0) in 5

14 else
15 (BD224BB,CS)  ⇠(=>34�8;C4A8=6((,CS, (D, E))
16 if BD224BB is false then
17 return (g , CS)

18 break

19 return (minCF, CS)

T������ 5.3. For a subgraph ( of ⌧ , minCF(() is a lower bound
of MNI(().

P����. For everyD 2 + ((), the con�rmed candidate set ⇠� (D) is
the subset of the image set � (D). So minCF(() =<8=D2+ (( ) |⇠� (D) |
 <8=D2+ (( ) |� (D) | = MNI((). Thus, minCF(() is the lower bound
of MNI((). ⇤

By Theorems 3.8 and 5.3, the MNI lies between minCF and
minVL. Our algorithm employs a lower bound (minCF) and an up-
per bound (minVL) to optimize the computation of the MNI. For
E 2 ⇠ (D), if an embedding in which D is mapped to E exists, then
the size of ⇠� (D) increases. Consequently, minCF increases over
time. Conversely, if no such embedding is found, then the size of
+!(D) decreases. Consequently, minVL decreases over time. As the
algorithm progresses, the gap between the two bounds narrows.
When these two bounds become equal, the converged value is the
MNI of the subgraph, as the MNI of the subgraph lies between the
lower and upper bounds. Therefore, our algorithm continues until
the two bounds converge, and then it outputs the converged value
as the MNI of the subgraph.

The basic algorithm sequentially selects a vertex D and check
all candidates in ⇠ (D) before proceeding to the next vertex. Our
algorithm selects each (D, E) pair and checks the candidate E 2
⇠ (D) at each iteration. Our algorithm selects a vertex D such that
|+!(D) | < |⇠� (D) |, as the equal sizes of the two sets indicate that
all candidates in ⇠ (D) are checked.

The selection of vertex D depends on the ratio of the current
number of candidates for which no embedding exists to the total
number of candidates checked. If the ratio is high, implying that
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(a) Graph⌧ (b) Subgraph ( (c) Marked CS before MNI computation

(d) After checking candidates E6, E8 2 ⇠ (D2 ) (e) After checking candidate E9 2 ⇠ (D4 ) (f) Upon completion of MNI computation

Figure 4: Process of computing MNI for subgraph ( in graph ⌧ . After �nding two embeddings {(D1, E1), (D2, E6), (D3, E17), (D4, E7)}
and {(D1, E2), (D2, E8), (D3, E18), (D4, E7)}, the marked CS is shown in Figure (d). Subsequently, upon �nding that there is no embed-
ding that maps D4 to E9, the �ltering process marks E3 2 ⇠ (D1) and E3 2 ⇠ (D3) as invalid (Figure (e)). This process continues until
the lower bound and upper bound converge, with the �nal value of MNI being 4 (Figure (f)).

the graph might have fewer embeddings, we select D with the
smallest |+!(D) | to quickly reduce the upper bound. If multiple
vertices tie with the same minimum |+!(D) |, we further break the
tie by choosing the vertex among these with the smallest |⇠� (D) |.
Conversely, if the ratio is low, we selectD by prioritizing the smallest
|⇠� (D) | to increase the lower bound, and use |+!(D) | to break ties
in a similar manner.

Algorithm 6 shows the process of computing MNI((). Since
a vertex D is selected in each iteration, we maintain 20=3�3G [D],
which stores the index of the next candidate to be checked in the
candidate set⇠ (D). Initially, for every vertex D 2 + ((), 20=3�3G [D]
is set to 0 (lines 1-2). The vertex D is chosen based on the method
previously described (line 4). We then check the �rst undetermined
candidate E 2 ⇠ (D) (lines 5-10). If an embedding in which D is
mapped to E exists, each candidate in the embedding is marked
as con�rmed (lines 12-13). Otherwise, CSnodeFiltering is invoked,
with the initial set � consisting of the pair (D, E) (lines 14-17). The
algorithm proceeds until the lower and upper bounds converge
(lines 3-18). If the upper bound is less than or equal to g , indicating
the subgraph is infrequent, the algorithm terminates early (lines
16-17).

Example 5.4. Consider a graph and a subgraph ( in Figure 4. First,
vertex D2 is selected because all vertices D 2 + (() have the same
|⇠� (D) |, and D2 has the smallest |+!(D) |. We �nd an embedding
{(D1, E1), (D2, E6), (D3, E17), (D4, E7)}, and then select D2 again and
�nd an embedding {(D1, E2), (D2, E8), (D3, E18), (D4, E7)}. Next, D4 is
selected because D4 has the smallest |⇠� (D) |. We �nd that no em-
bedding exists for the candidate E9 2 ⇠ (D4). Consequently, CSnode-
Filtering is invoked, and candidates E3 2 ⇠ (D1) and E3 2 ⇠ (D3) are
alsomarked as invalid. This process continues until the lower bound
and upper bound converge, with the �nal value of MNI(() being 4.

We employ the searching process from VEQ [29] to �nd an
embedding. During this searching process, each vertex D 2 + (()

is �rst mapped to an undetermined candidate in ⇠ (D), prioritizing
undetermined ones over con�rmed ones to mark undetermined
candidates as quickly as possible. For MNI computation, graph
automorphism is used. We compute the automorphism of graph (
using nauty&Traces [34]. As the implementation disregards labeled
edges, automorphism is only applied to graph without labeled edge.
DFScode. We use gSpan’s canonical DFScode [59] to avoid gener-
ating duplicate subgraphs. A DFScode is constructed from a depth-
�rst search (DFS) traversal [15] of a graph. Among DFScodes, the
canonical DFScode is the smallest one in lexicographical order.

After extending a subgraph ( to create a new subgraph ( 0, we
construct the DFScode of ( 0 by adding the new edge to the end of
the canonical DFScode of ( . If this DFS code is not canonical, ( 0 is
disregarded, and we continue to generate other subgraphs.

If a vertex of a subgraph is adjacent to only leaf vertices with an
identical label during a DFS traversal, these vertices will generate
the same DFScodes, even though there are an exponential number
of DFS traversal orders. In such cases, therefore, we produce just
one DFScode instead of generating the DFScode from every possible
traversal order.

6 THEORETICAL ANALYSIS
Table 2 shows the time and space complexities of CSnodeFiltering
(Algorithm 4) and MNI computation (Algorithm 6) for each sub-
graph S. Here, the time complexity of CSnodeFiltering is the sum
of the complexity of �ltering (line 2 in Algorithm 3) to obtain the
tight upper bound minVL(S) (line 7 of Algorithm 2) just after cre-
ating the subgraph S and the complexity of �ltering during MNI
computation (line 15 in Algorithm 6).

By Theorem 6.1, the time complexity of CSnodeFiltering is$ ( |⇢ (() |
|⇢ (⌧) |). MNI computation is an NP-hard problem, thus requiring
exponential time to compute [17, 20, 29]. Since both CSnodeFilter-
ing and MNI computation use the marked CS, the space complexity
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Table 2: Time and space complexities of CSnodeFiltering and
MNI computation of Minting

Time Space

CSnodeFiltering $ ( |⇢ (() | · |⇢ (⌧) |) $ ( |⇢ (() | · |⇢ (⌧) |)
MNI computation $ ( |+ (() | · |+ (⌧) | |+ (( ) | ) $ ( |⇢ (() | · |⇢ (⌧) |)

is proportional to the size of the marked CS, which is bounded by
$ ( |⇢ (() | · |⇢ (⌧) |).

T������ 6.1. For a subgraph ( , the total time complexity of Al-
gorithm 4 for ( is $ ( |⇢ (() | · |⇢ (⌧) |).

P����. Apair (D, E), whereD 2 + (() and E 2 ⇠ (D), is added to&
when the state of E 2 ⇠ (D) transitions from undetermined to invalid.
Since this transition happens at most once for each candidates E 2
⇠ (D), each pair (D, E) is added into & at most once. Consequently,
each pair (D, E) is also popped from & at most once. Within the
for loop (lines 8-23), each operation takes $ (1) time. Thus, each
iteration for a candidate E 2 ⇠ (D) takes time proportional to the
number of candidates adjacent to E 2 ⇠ (D). The overall runtime is
then bounded by the sum of the number of candidates adjacent to
E 2 ⇠ (D) for all vertices D 2 + (() and their candidates E 2 ⇠ (D).
This sum is twice the number of edges in ⇠( . Since the number
of edges in ⇠( is bounded by $ ( |⇢ (() | · |⇢ (⌧) |), the total time
complexity of algorithm 4 is $ ( |⇢ (() | · |⇢ (⌧) |). ⇤

7 EXPERIMENTAL EVALUATION
In this section, we conduct experiments to evaluate the e�ective-
ness of the proposed algorithm Minting for top-: frequent sub-
graph mining. We compare our algorithm with three state-of-the-
art algorithms, GRAMI [17], Peregrine [26], and FastPat[64, 65].
In subsection 7.1, we describe our experimental setting. Then, we
compare our algorithm with GRAMI and Peregrine in subsection
7.2 and with FastPat in subsection 7.3. We present the size distribu-
tion of top-: subgraphs in subsection 7.4. Finally, we evaluate the
e�ectiveness of our techniques in subsection 7.5.

7.1 Experimental Setting
Experiments are conducted on six real-world datasets, which are
MiCo, Patents, Human, WCGoals, Yeast and Phy-Cit used in previ-
ous works [17, 29, 43, 64, 65]. MiCo [17] is a graph that models the
co-authorship information in the Microsoft academic. Patents [32]
is a citation network of U.S. patents. Human and Yeast [23] is a
protein-protein interaction network. WCGoals [66] is a graph about
the FIFAWorld Cup events. Phy-Cit [32] is a citation network cover-
ing e-print arXiv HEP-PH papers. The characteristics of the datasets
are summarized in Table 3. Since most data graphs have edge la-
bels, we extended our algorithm to handle graphs with edge labels.

Table 3: Datasets and their characteristics

Dataset |+ | |⇢ | # vertex
labels

# edge
labels

Avg
degree

MiCo 100K 1.08M 29 10 21.606
Patents 2.93M 13.96M 419 5 9.504
Human 4K 86K 44 - 36.920
WCGoals 49K 158K 11 13 6.443
Yeast 3K 13K 71 - 8.041

Phy-Cit 31K 347K 6 - 22.736

Figure 5: Elapsed time of GRAMI, Peregrine, and Minting.
Points not shown indicate cases where an algorithm did not
�nish within the time limit.

We obtained the source codes of GRAMI, Peregrine, and FastPat
online [1–3]. GRAMI and FastPat are implemented in Java, while
Peregrine is implemented in C++. Our algorithm, employing the
search process of VEQ, is implemented in C++. The experiments
are conducted on a CentOS machine equipped with dual Intel Xeon
E5-2680 v3 2.5GHz CPUs and 256GB of memory. The source code of
Minting is available at https://github.com/SNUCSE-CTA/Minting.

We vary the parameter : from 5 to 50 in increments of 5 and
measure the elapsed time for each algorithm. We set a time limit of
15 minutes for Minting and Peregrine, and set it to 30 minutes for
GRAMI and FastPat, considering their implementations in Java.

7.2 Comparison with GRAMI and Peregrine
In this subsection, we conduct a comparison of Minting with
GRAMI and Peregrine. While our algorithm takes : as input and
�nds the top-: frequent subgraphs, GRAMI takes a threshold value
g as input and �nds subgraphs with an MNI greater than or equal to
g . Peregrine takes a threshold g and an integer< as input, and �nds
subgraphs with< edges that have an MNI greater than or equal to
g . To conduct a comparison, we �rst run Minting to get the mini-
mum MNI among the top-: results, and then run GRAMI and Pere-
grine using this minimum MNI as the threshold g . The number<
of edges (input for Peregrine) was set to the maximum number of
edges among the top-: results from Minting. Since Peregrine does
not handle edge labels, experiments for Peregrine were conducted
only on datasets without edge labels (Human, Yeast, and Phy-Cit).

Figure 5 shows the elapsed time of the algorithms. Minting shows
better performances than the other algorithms on all datasets.
Minting always �nishes within the time limit, while GRAMI fails to
do so for large: in all datasets. In cases where both algorithms �nish
within the time limit, Minting outperforms GRAMI by up to three
orders of magnitude (in Human when : is 20). Peregrine �nished
within the time limit only on the Yeast and Phy-Cit datasets when
: = 5, and failed to complete within the time limit in other cases.
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Figure 6: Breakdown of the overall time taken by Minting.
‘Init’ for graph reading and initial preprocessing, ‘Gen’ for
generating subgraphs and constructing data structures, ‘TU’
for computing tight MNI upper bound, and ‘MNI’ for com-
puting the MNI.

When Peregrine completed within the time limit, Mintingwas hun-
dreds of times faster. Considering that Peregrine’s elapsed time sig-
ni�cantly exceeded the 15-minute time limit when it failed to com-
plete, Minting demonstrated a performance di�erence of over a
thousand times.

Both GRAMI and Peregrine take g as an input, which is the min-
imum MNI from the top-: results of Minting. This means g con-
tains more information than : , the input of Minting. Despite this,
our algorithm still achieves signi�cant performance improvements
compared to GRAMI and Peregrine. This is because we reduce the
number of subgraphs for which MNI computation is required and
improve MNI computation itself.

GRAMI takes a substantial amount of time for MNI computa-
tion. The elapsed time for GRAMI consists of three components:
initialization, subgraph generation, and MNI computation. In most
cases with large : , MNI computation accounts for more than 70%
of GRAMI’s processing time, which leads to longer time to solve
the problem. In contrast, Minting signi�cantly reduces the time
for MNI computation. Figure 6 shows the breakdown of the over-
all time taken by Minting into four components: ‘Init’ for graph
reading and initial preprocessing, ‘Gen’ for generating subgraphs
and constructing data structures such as marked CS, ‘TU’ for com-
puting tight MNI upper bound, and ‘MNI’ for computing the MNI.
In the Patents, Human, and Yeast datasets, MNI computation is
a major part of the processing time. For other datasets, subgraph
generation is the dominant part because Minting reduces the MNI
computation time. Overall, Minting reduces the MNI computation
time, so much as to make it faster than GRAMI.

Figure 7 compares the number of subgraphs for which MNI
computation is required for the algorithms. For Minting, this is the
number of calls to ‘computeMNI’ in Algorithm 1. Minting computes
the MNI for fewer subgraphs than GRAMI and Peregrine in all

Figure 7: Number of subgraphs for which MNI computation
is required for GRAMI, Peregrine and Minting

Figure 8: Elapsed time of FastPat and Minting. Points not
shown indicate cases where an algorithm did not �nish
within the time limit.

datasets. This is due to our tight MNI upper bound, thus leading to
a decrease in the overall time to solve the problem.

7.3 Comparison with FastPat
In this subsection, we conduct a comparison of Minting with Fast-
Pat. FastPat takes a directed graph, a core graph, and: as inputs, and
it �nds the top-: frequent subgraphs extended from the core graph.
Since FastPat requires a directed graph as its input, we convert undi-
rected graphs (MiCo, Human, Yeast) into bidirectional graphs for
FastPat’s input. To compare our algorithm with FastPat, we modify
our algorithm to take a core graph and to �nd the top-: frequent sub-
graphs that are extended from this core graph. In our experiments,
the core graph is the edge with the largest MNI in the data graph.
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Figure 9: Number of subgraphs for which MNI computation
is required for FastPat and Minting

Figure 8 shows the elapsed time of the algorithms. Minting �n-
ishes within the time limit except for the Patents dataset, whereas
FastPat cannot �nish in most cases of MiCo, Patents, Human, WC-
Goals, and Phy-Cit. In cases where both algorithms �nish within
the time limit, Minting outperforms FastPat by up to three orders
of magnitude (in Human when : is 5, and inWCGoals when : is 20).

FastPat also takes a substantial amount of time for MNI compu-
tation. The elapsed time for FastPat consists of three components:
initialization, subgraph generation, and MNI computation. In most
cases with large : , MNI computation accounts for more than 90% of
FastPat’s processing time. In contrast, Minting e�ectively reduces
the time for MNI computation. Figure 9 compares the number of
subgraphs for which MNI computation is required for Minting and
FastPat. Minting consistently computes the MNI for fewer sub-
graphs than FastPat due to our tighter MNI upper bound.

For the Patents dataset, our algorithm �nishes in Figure 5 where
we �nd top-: frequent subgraphs, but it cannot �nish in many cases
in Figure 8 where we �nd top-: frequent subgraphs extended from
the core graph. In Figure 8, our algorithm starting from the core
graph needs a deeper exploration into the subgraph lattice, which
results in encountering subgraphs (cycles with 13 or 14 edges) that
demand a large amount of time for MNI computation. In contrast,
in Figure 5 where our algorithm starts from many frequent edges,
these time-consuming subgraphs are not encountered, allowing the
algorithm to complete the task within the time limit.

7.4 Size Distribution of Top-: Subgraphs
Figure 10 shows the size (number of edges) distribution of top-50
frequent subgraphs for MiCo and Patents. In general, the sizes of
top-: subgraphs are small when : is small, and they get larger
as : increases. Particularly, in the Patents dataset until : reaches
10, every top-: frequent subgraph consists of a single edge only.
To �nd more interesting subgraphs, it is necessary to increase the
value of : , e.g., when : = 50, we �nd larger frequent subgraphs.
In graph mining, therefore, mining top-: frequent subgraphs for

Figure 10: Size (number of edges) distribution of top-50 fre-
quent subgraphs for MiCo and Patents, where top-50 sub-
graphs are listed in descending order of MNI values in G-axis.

Figure 11: Elapsed time of our algorithm and its variants

large : values is important. The varying sizes of the subgraphs
can bene�t visual query interfaces by providing a diverse set of
subgraph patterns for formulating a graph query [63].

7.5 Evaluation of Techniques
In this subsection, we evaluate the e�ectiveness of our individual
techniques in reducing the elapsed time to solve top-: frequent
subgraph mining. To measure the performance gains achieved by
each technique, we run our algorithm and its variants as follows:
• Minting–B: a baseline version that excludes the method for

reducing the number of subgraphs and uses the basic method
for computing MNI;

• Minting–R: a version that reduces the number of subgraphs by
�ltering and uses the basic method for computing MNI;

• Minting: our algorithm that reduces the number of subgraphs
by �ltering, computes MNI using lower and upper bounds of
MNI, and optimizes the checking of the DFScode canonical form.
Figure 11 shows the elapsed time of these algorithms for top-:

frequent subgraph mining. In all datasets, Minting–R consistently
outperforms Minting–B, and Minting consistently outperforms
Minting–R.

Our contributions on performance are 1) reducing the num-
ber of subgraphs (performance di�erence between Minting–B and
Minting–R) and 2) improving MNI computation (performance dif-
ference between Minting–R and Minting), and when these two
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(a) Number of subgraphs for
which MNI computation is re-
quired

(b) Number of (D, E) pairs to �nd
an embedding that maps D to E.

Figure 12: Number of subgraphs and (D, E) pairs

techniques are combined together, they produced the signi�cant
performance improvements shown in our experiments. In Figure 11,
the performance di�erence between Minting–B and Minting–R is
big in MiCo, Human, WCGoals, and the performance di�erence be-
tween Minting–R and Minting is big in Patents, WCGoals, Yeast,
Phy-Cit.

Figure 12a shows the number of subgraphs for which MNI com-
putation is required, which is the number of calls to ‘computeMNI’
in Algorithm 1, for Minting–B and Minting–R. Theoretically, the
number of subgraphs that need to be checked is$ (: ·:!·3<0G

(:�1) ),
where 3<0G is the maximum degree of graph⌧ . The initial : sub-
graphs are the most frequent single edges. The number of new
subgraphs that can be generated from each subgraph ( is at most
|+ (() | ⇤3<0G . Due to the anti-monotone property of MNI, the max-
imum number of vertices in a subgraph is :+1. Since the number
of subgraphs generated from a single edge is$ (2 · 3<0G · 3 · 3<0G ·
... · : · 3<0G ) = $ (:! · 3<0G

(:�1) ), we get the bound above.
However, the actual number of subgraphs for which MNI needs

to be computed is smaller than this complexity. For the baseline
Minting–B on the MiCo dataset with : = 50, the number of sub-
graphs to computeMNIwas 790.With �ltering applied, Minting–R re-
duced the number of subgraphs for MNI computation to 60 (Fig-
ure 12a). Thus, our �ltering using the upper bound minVL(S) re-
duced the number of subgraphs to approximately 1/13th.

The most time-consuming part in Algorithm 6 (that computes
MNI of a subgraph ( in⌧) is to �nd an embedding that maps D to E
(line 10), so it is important to reduce the number of times this is done.
Figure 12b shows the number of (D, E) pairs to �nd an embedding
that maps D to E . This count is the number of calls to line 8 in Algo-
rithm 5 for Minting–R and line 10 in Algorithm 6 for Minting. The-
oretically, the number of (D, E) pairs that need to be checked for em-
beddings is$ ( |+ (() | · |+ (⌧) |). However, the actual number of (D, E)
pairs checked for embeddings is smaller than this complexity. In the

(a) Memory usage of GRAMI,
Peregrine, and Minting

(b) Memory usage of FastPat and
Minting

Figure 13: Memory usage of algorithms

WCGoals dataset when : is 50, the basic MNI computation method
(Algorithm 5, i.e., Minting–R) checks 4,055,287 (D, E) pairs for em-
beddings. Our algorithm utilizing the upper and lower bounds of
MNI (Algorithm 6, i.e., Minting) reduces the number of (D, E) pairs
checked for embeddings to 68,217 (Figure 12b). That is, our MNI
computation using upper and lower bounds reduces the number of
(D, E) pairs checked for embeddings to approximately 1/60th.

Figure 13a shows the memory usage of GRAMI, Peregrine, and
Minting, and Figure 13b shows the memory usage of FastPat and
Minting. Minting consistently uses less memory than both GRAMI
and FastPat across all datasets. Peregrine uses less memory than
Minting on Yeast when : = 5. In other cases, however, Peregrine
failed to complete within the time limit. In general, the memory
usage of Minting remains competitive.

Overall, our algorithm Minting is a feasible solution for top-:
frequent subgraph mining, even for large : .

8 CONCLUSION
In this paper, we have introduced a new data structure calledmarked
CS, and proposed key concepts minVL(() and minCF(() based on
the data structure, which work as an upper bound and an lower
bound of the MNI value of a subgraph ( , respectively. Using these
concepts, we designed an algorithm Minting for top-: frequent
subgraph mining, which outperforms state-of-the-art algorithms
in both time and space. It will be an interesting future work to
�nd more applications of these concepts. Developing an e�cient
parallel algorithm for top-: frequent subgraph mining is also an
interesting future work.
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