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ABSTRACT
Cardinality estimation (CardEst) is essential for optimizing query
execution plans. Recent ML-based CardEst methods achieve high
accuracy but face deployment challenges due to high preparation
costs and lack of transferability across databases. In this paper, we
propose PRICE, a PRetrained multI-table CardEst model, which
addresses these limitations. PRICE takes low-level but transferable
features w.r.t. data distributions and query information and ele-
gantly applies self-attention models to learn meta-knowledge to
compute cardinality in any database. It is generally and adaptively
applicable to any unseen new database to attain high estimation
accuracy, while its preparation cost is as little as the basic one-
dimensional histogram-based CardEst methods. Moreover, PRICE
can be finetuned to further enhance its performance on any specific
database. We pretrained PRICE using 30 diverse datasets, com-
pleting the process in about 5 hours with a resulting model size
of only about 40MB. Evaluations show that PRICE consistently
outperforms existing methods, achieving the highest estimation
accuracy on several unseen databases and generating faster exe-
cution plans with lower overhead. After finetuning with a small
volume of database-specific queries, PRICE could even find plans
that were very close to the optimal ones. Meanwhile, PRICE is
generally applicable to different settings such as data updates, data
scaling, and query workload shifts.

PVLDB Reference Format:
Tianjing Zeng, Junwei Lan, Jiahong Ma, Wenqing Wei, Rong Zhu, Yingli
Zhou, Pengfei Li, Bolin Ding, Defu Lian, Zhewei Wei, Jingren Zhou. PRICE:
A Pretrained Model for Cross-Database Cardinality Estimation. PVLDB,
18(3): 637 - 650, 2024.
doi:10.14778/3712221.3712231

PVLDB Artifact Availability:
The source code, data, and/or other artifacts have been made available at
https://github.com/StCarmen/PRICE.

∗ Corresponding authors, primary contact email address red.zr@alibaba-inc.com
# The two authors contribute equally to this paper.

This work is licensed under the Creative Commons BY-NC-ND 4.0 International
License. Visit https://creativecommons.org/licenses/by-nc-nd/4.0/ to view a copy of
this license. For any use beyond those covered by this license, obtain permission by
emailing info@vldb.org. Copyright is held by the owner/author(s). Publication rights
licensed to the VLDB Endowment.
Proceedings of the VLDB Endowment, Vol. 18, No. 3 ISSN 2150-8097.
doi:10.14778/3712221.3712231

1 INTRODUCTION
Cardinality estimation (CardEst), which predicts the number of
tuples of each SQL query before execution, plays a crucial role in
query optimization in DBMS. Accurate CardEst could significantly
help to identify highly efficient execution plans, thus enhancing the
performance of DBMS. As a result, CardEst methods have been ex-
tensively studied in the literature, but until now, their performance
is still far from satisfactory [29].
Background and Challenges. Traditional methods, including
one-dimensional (1-D) histograms [63, 65] and sampling [32, 45],
are widely applied in commercial and open-source DBMSs [21, 51,
64, 66]. They only require gathering statistical features, i.e., the 1-D
histogram for each attribute, and thus, they are friendly to deploy
for any new database. However, their reliance on oversimplified
models and unrealistic assumptions on data distributions often leads
to poor estimation quality [81, 87]. To address these limitations, a
surge inML-basedmethods has been proposed in recent years. They
either directly learn to model the joint probability density function
(PDF) of data to compute cardinalities (data-drivenmethods [70, 87])
or build models mapping featurized queries to their cardinalities
using collected query workload (query-driven methods [22, 23])
or both (hybrid methods [47]). Although existing benchmarks and
evaluations [29, 39] have verified that these ML-based methods
could attain high accuracy to find better execution plans, their
explicit shortcomings still prevent them from being truly applicable:

1) These methods are all tailored to specific datasets and not
transferable across different databases. Data-driven approaches
model the specific underlying data distribution for each dataset.
Query-driven approaches typically represent features (e.g., the val-
ues of attributes or table names) as hard-encoded vectors, which
can not be resolved in other datasets.

2) The preparation cost of existing ML-based methods is much
higher than traditional CardEst methods. For each new database,
they are required to collect training data, i.e., the sampled tuples in
data-driven methods and the executed query workload in query-
drivenmethods, tune hyper-parameters, train the models, andmain-
tain the models for inference, which is time and space-consuming.

3) The performance of these ML-based methods is not stable [29,
39]. Data-driven methods often have prior assumptions on data dis-
tributions (e.g., DeepDB [36] assumes attributes are not highly cor-
related), while query-drivenmodels can not performwell on queries
having distinct distributions with the training workload [87]. Some
methods [29, 39] can not well adapt to dynamic settings.
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In light of these issues, what we desire is a CardEst method that
could be effortlessly deployed on any unseen new database with
minimal preparations (akin to traditional methods) while still main-
taining high but stable accuracy comparable to ML-based methods.
Motivations and Our Contributions.Wenote that there has been
some exploration into developing general models for cost estima-
tion [15, 33–35] or single-table CardEst [52], but our goal is to
resolve the most practical, but also complex, CardEst on multi-table
join queries. Inspired by the success of pretrained models in NLP,
such as BERT [20] and ChatGPT [16]. They organize information
hierarchically from the basic embedding of words (a.k.a. tokens) to
complex semantic representations to tackle numerous NLP tasks
simultaneously. In this paper, we lead the pretrained model into
multi-table CardEst and propose PRICE, a PRetrained multI-table
CardEst model that is universally appliable to any database.

Similar to NLP pretrainedmodels, our PRICE also apply low-level
but transferable features to learn high-level intermediate represen-
tations for CardEst. From a statistical view, the cardinality of any
SQL query could be obtained by fetching the probability of the
range specified by its filtering predicates on the joint PDFs of at-
tributes across multiple tables. Therefore, the key tasks are selecting
proper features, designing mechanisms to represent the joint PDFs,
and fetching the probability by filtering predicates.

To this end, we leverage simple features in PRICE, including the
value distribution of each attribute (represented as 1-D histogram),
the distribution of scaling factors of each join condition 𝑇 ⊲⊳ 𝑆 (i.e.,
how many tuples in 𝑆 are joined for each value in 𝑇 , also repre-
sented as 1-D histogram ) and some characteristics of each filtering
predicate, as basic tokens in our pretrained model. Notably, the
feature construction time of our PRICE is as low as the traditional
1-D histogram-based methods. Meanwhile, unlike existing CardEst
methods, which are learned to fit each specific database and/or
query workload, the feature representations in PRICE maintain the
same semantics across different databases.

Central to our approach is a powerful self-attention mechanism
that captures the meta-knowledge necessary for accurate CardEst.
This mechanism adaptively assigns weights to tables and attributes
based on their relevance to the final cardinality, providing cru-
cial insights into token significance. During the fusion of multiple
tables, PRICE adjusts its attention weights according to the dis-
tribution of the joined tables, ensuring a nuanced representation
of the joint PDFs. This adaptability enables PRICE to effectively
simulate the cardinality estimation process by condensing high-
level embeddings that reflect both the backbone information of
table joins and the intricate details required for filtering probabili-
ties. Consequently, the final cardinality is accurately derived from
these embeddings, making PRICE broadly applicable across various
databases with minimal adjustments.

Due to the transferable features and attentionmechanisms, PRICE
can be trained on diverse databases with varying joint PDFs and
filtering conditions, allowing it to be adaptively applied to any data-
base with stable, reliable performance. For training, we gather a
diverse set of 30 datasets from various domains, generate 5 × 104
training queries on each of them, and collect their true cardinality
for model training. This collection could serve as a new comprehen-
sive benchmark for CardEst. On a commonmachine, our pretraining
consumes only around 5 hours, which results in a model with a

size of around 40MB. Moreover, the model could be finetuned over
each specific database to improve its accuracy further.

By comprehensive evaluations in actual DBMS (PostgreSQL), we
find that PRICE significantly outperforms other CardEst methods.
The end-to-end execution time of the query plans generated by
PRICE is consistently better than the original PostgreSQL and com-
parable to the advanced ML-based methods. After finetuning, the
performance of PRICE is even close to the optimal plans. Mean-
while, we also find that PRICE is generally applicable to any new
databases and different settings, i.e., data updates, data scaling, and
query workload shifts.

In summary, our main contributions are listed as follows:
1) We design PRICE, a pretrained multi-table CardEst model

that can be easily deployed on any new database with minimal
preparations while preserving stable and high estimation accuracy.
(in Sections 3 and 4)

2) We collect a new comprehensive benchmark for CardEst and
carefully train PRICE to be applicable. (in Section 5)

3) We conducted extensive experiments to evaluate the perfor-
mance of PRICE in various settings, confirming its effectiveness,
generality, and robustness. (in Section 6)

2 PRELIMINARIES
In this section, we formalize the CardEst problem and review cur-
rent CardEst methods. Based on this, we summarize some key
findings that inspire our work.
CardEst Problem. A database 𝐷 comprises a set of tables 𝑇 =

{𝑇1, . . . ,𝑇𝑁 } where each table 𝑇𝑖 contains 𝑛𝑖 attributes as 𝑇𝑖 =

(𝐴𝑖,1, . . . , 𝐴𝑖,𝑛𝑖 ). In this paper, we assume that each attribute 𝐴𝑖, 𝑗 is
either categorical or continuous, where a categorical attribute falls
into a finite domain Dom(𝐴𝑖, 𝑗 ) = {𝑐1

𝑖, 𝑗
, . . . , 𝑐𝑑

𝑖,𝑗
} and a continuous

attribute spans in an interval Dom(𝐴𝑖, 𝑗 ) = [min𝑖, 𝑗 ,max𝑖, 𝑗 ].
Given a SQL query 𝑄 on database 𝐷 , we seek to estimate the

cardinality Card(𝑄)—the exact number of tuples by executing 𝑄
on 𝐷—without actual execution. Let 𝑄 be the most common select-
project-join (SPJ) SQL queries on table subset 𝑇𝑄 ⊆ 𝑇 with a set of
join conditions 𝐽 and filtering predicates 𝐹 , represented as:

SELECT COUNT(∗) FROM 𝑇𝑄 WHERE 𝐽 AND 𝐹 . (1)

In this paper, we formalize each join condition in 𝐽 as 𝑇𝑖 .𝐴𝑖,𝑥 =

𝑇𝑗 .𝐴 𝑗,𝑦 , which could either be a primary-foreign key (PK-FK) join
or a foreign-foreign key (FK-FK) join. We represent each filtering
predicate as “𝑇𝑖 .𝐴𝑖, 𝑗 op value”, where op ∈ {<, ≥, >, ≤,=} is a com-
parison operator and value is picked from Dom(𝐴𝑖, 𝑗 ). We reserve
the support for other types of join, e.g., non-equal and non-inner
join, and LIKE queries on string attributes for future work, since
they are not the main focus of the CardEst problem [29, 47].

To formalize the CardEst problem, we consider it from the
statistical perspective. For each SPJ query 𝑄 in Eq. (1), in no am-
biguity, we also use 𝑇𝑄 to denote the joined table accessed by 𝑄 .
Let 𝐴𝑄 be the set of all attributes in 𝑇𝑄 . We can regard each at-
tribute𝐴𝑖, 𝑗 as a random variable defined over its domainDom(𝐴𝑖, 𝑗 ).
Then, the table 𝑇𝑄 forms a joint probability density function (PDF)
Pr(𝑇𝑄 ) = Pr(𝐴1,1, 𝐴1,2, . . . , 𝐴𝑖, 𝑗 , . . . ) on the domain Dom(𝐴𝑄 ) =

𝐴1,1×𝐴1,2 · · · ×𝐴𝑖, 𝑗 × · · · . Each record 𝑡 ∈ 𝑇𝑄 can be regarded as an
independent sample drawn from Dom(𝐴𝑄 ) by Pr(𝑇𝑄 ). After that,
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the query 𝑄 can also be represented in a canonical form as

𝑄 = {𝐴1,1 ∈ 𝑅1,1 ∧𝐴1,2 ∈ 𝑅1,2 ∧ · · · ∧𝐴𝑖, 𝑗 ∈ 𝑅𝑖, 𝑗 ∧ . . . }, (2)

where 𝑅𝑖, 𝑗 ⊆ Dom(𝐴𝑖, 𝑗 ) defines the constraint region specified by
the filter predicate on attribute 𝐴𝑖, 𝑗 and 𝑅𝑖, 𝑗 = Dom(𝐴𝑖, 𝑗 ) if 𝑄 has
no constraint on 𝐴𝑖, 𝑗 . Then, the probability of a randomly picked
record 𝑡 ∈ 𝑇𝑄 satisfying query 𝑄 is:

Pr(𝑄) = Pr(𝐴1,1 ∈ 𝑅1,1, 𝐴1,2 ∈ 𝑅1,2, . . . , 𝐴𝑖, 𝑗 ∈ 𝑅𝑖, 𝑗 , . . . ) . (3)

Obviously, when |𝑇𝑄 | hosts a sufficient number of tuples, we have

Card(𝑄) = Pr(𝑄) · |𝑇𝑄 |. (4)

Analysis of Existing Methods.We summarize existing CardEst
methods developed under various technical paradigms as follows:

Traditional Methods, including histogram [19, 27, 28, 58, 63, 65,
74] and sampling [32, 38, 45, 46, 85], are widely applied in com-
mercial and open-source DBMSs [26, 53, 61, 64]. They are based
on simplified assumptions and expert-designed heuristics and only
require gathering very simple statistical features, i.e., the 1-D his-
togram for each attribute. Hence, these methods are friendly to
deploy for any new database, but their reliance on simplified mod-
els often leads to poor estimation quality [81, 87].

Query-driven Methods attempt to learn the direct mappings
function F : 𝑄 → Card(𝑄). These methods require the collec-
tion of training queries and their corresponding true cardinalities,
which usually take a long time. Classic methods apply queries to
correct and tune histograms [17, 24, 37, 67] or update statistical
summaries [68, 74]. Recent methods leverage advanced ML models,
including DNNs [42, 43, 48, 49, 84], auto-regression [78], KDE [38],
gradient boosted trees [22, 23], etc., to model the complex distribu-
tions and improve the estimation accuracy.

Data-driven Methods are independent of queries. They directly
model Pr(𝑇𝑄 ) and compute Pr(𝑄) from Pr(𝑇𝑄 ) to obtain Card(𝑄)
by Eq. (4). These methods involve learning unsupervised models
of the joint distribution of multiple attributes and compute the
cardinality using the models. A variety of ML-based models have
been used in existing work, including the deep auto-regression
model [30, 80, 81] and probabilistic graphical models (PGMs) such as
Bayesian networks (BN) [18, 25, 70, 77], SPN [36, 62], and FSPN [79,
87], to model the joint data distribution.

Later, Hybrid Methods [23, 41, 47, 59, 75] further equip the func-
tion F with additional features on attribute distributions, e.g., the
histogram of Pr(𝐴𝑖, 𝑗 ) for each attribute in [47], so that it could bet-
ter capture the data distribution information of Pr(𝑇𝑄 ) and exhibit
better results than purely query-driven methods [84] according to
the benchmark evaluations [29, 72].

While ML-basedmethods achieve high estimation accuracy, their
lack of cross-database applicability limits their practical deployment.
Our goal is to propose a method that is easily deployable on any
unseen database with minimal preparation—merely requiring the
gathering of simple statistical information similar to traditional
methods—while preserving high estimation accuracy comparable
to ML-based approaches. In the following, we present our intuitive
roadmap in Section 3 and discuss its technical details in Section 4.

3 OUR ROADMAP
To lay the foundations of our method, we exhibit the similarities
between NLP tasks and our CardEst problem. Based on this, we
derive the key information to be captured in the CardEst pretrained
model, as well as the suitable tools to acquire such knowledge.
Similarities between NLP Tasks and CardEst Problem. We
note that, our CardEst problem resembles NLP tasks. In NLP tasks,
each word 𝑤 is regarded as the fundamental data unit. Different
combinations of words create texts with distinct semantics. Em-
bedding methods, such as CBOW or Skip-gram [55], map each
word into a vector (token) in the latent semantic space. The em-
bedding vector captures not only the frequency information of
word𝑤 , but also its semantic joint relations with other words, i.e. ,
word co-occurrence in the contextual window. Based on such em-
beddings, the pretrained NLP models are developed to organize
semantic information in a hierarchical manner. They start from
low-dimensional word embeddings (tokens) and learn to capture
complex semantics of phrases, sentences, and entire documents
through extensive training on a large corpus. Such high-level rep-
resentations are then applied to complex downstream tasks, such
as text summarization and translation. Notably, for different word
embeddings and NLP tasks, the pretrained models could apply dif-
ferent coefficients (derived from the learned parameters) to obtain
distinct semantic representations. However, the models’ framework
always remains consistent. As a result, the pretrained NLP models
attain transferability to different texts and NLP tasks.

Similarly, for relational tables, each attribute𝐴𝑖, 𝑗 can be regarded
as a fundamental data unit (comparable to words). For the CardEst
problem, the cardinality of query𝑄 varies as the attributes result in
different joint PDFs Pr(𝑇𝑄 ). We observe a hierarchical relation from
𝐴𝑖, 𝑗 to Pr(𝑇𝑄 ). Specifically, on each single table𝑇𝑖 , all attributes are
correlated to form the joint PDF Pr(𝑇𝑖 ) (analogous to phrases); and
multiple tables are connected (through join conditions on attributes)
to form the joint PDF Pr(𝑇𝑄 ) on the joined table (analogous to sen-
tences). Therefore, it is also possible to represent the high-order
PDF Pr(𝑇𝑄 ) using the combination of low-level attribute informa-
tion. For example, for two attributes (or corresponding random
variables) 𝑋 and 𝑌 , the joint probability Pr(𝑋 = 𝑥0, 𝑌 = 𝑦0) of any
point (𝑥0, 𝑦0) could be approximated by combining the probability
on each attribute and adjusted by coefficients, i.e. , Pr(𝑋 = 𝑥0, 𝑌 =

𝑦0) = 𝛼 Pr(𝑋 = 𝑥0) + 𝛽 Pr(𝑌 = 𝑦0) + 𝛾 Pr(𝑋 = 𝑥0) Pr(𝑌 = 𝑦0).
Different correlations between attributes are reflected in the coeffi-
cients (e.g. , 𝛼, 𝛽,𝛾 ), but the framework of the method for combining
low-dimensional features remains consistent.

This implies that, if we could adaptively adjust the combination
coefficients, the method can be transferred to attributes of different
distributions and/or correlations. Such adaptiveness can be attained
by a pretrained model, which has witnessed enough diversified
data distributions and could learn to produce the corresponding
coefficients with its internal parameters to combine low-level in-
formation into high-order joint PDFs. In the literature works for
CardEst, this finding has been used to combine the attribute-level
information to learn the joint PDF of a single table (IRIS [52]) or
a single dataset with updates (ALECE [47]). While these methods
have demonstrated feasibility in simpler contexts, they can not be
applied to more complex multi-table scenarios. Specifically, IRIS
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is limited to single-table scenarios with no consideration of the
correlations across tables. ALECE is designed as a soft lookup table
linking SQL queries to the hard-encoded underlying data distri-
bution and cannot adapt to different databases. The details of its
limitations are explained in Appendix E of the full version [5].

In this paper, we consider the pretrained CardEst model for
general multi-table join queries across different databases. It is
more complex than existing methods, as it must: 1) capture the
correlations between attributes in the same single table and across
joined tables at the same time; and 2) be adaptive to the difference
in the database level, i.e. , different number of tables and attributes,
distinct distribution skewness and correlations, and etc. Next, we
present the details of the key information to be captured by the
pretrained model and the proper tools for building our model.
Key Information Captured by the Pretrained Model. By the
above analysis, the CardEst pretrained model learns to represent
the high-level joint PDF Pr(𝑇𝑄 ) and computes the probability Pr(𝑄)
from Pr(𝑇𝑄 ) by utilizing a number of features in low-dimensional
space w.r.t. each attribute 𝐴𝑖, 𝑗 ∈ 𝐴𝑄 . To this end, the model needs
to essentially capture three aspects of key information as follows:

1) Correlation factors among attributes. In a database, attributes
in the same or different tables are often correlated with others [29,
47, 87], so we could not simply obtain Pr(𝑇𝑄 ) as

∏︁
𝐴𝑖,𝑗 ∈𝐴𝑄

Pr(𝐴𝑖, 𝑗 ).
Instead, we must learn some correction factors to elegantly combine
Pr(𝐴𝑖, 𝑗 ) on each singleton attribute together to approximate the
joint PDF Pr(𝑇𝑄 ), e.g., using addition or multiplication with learned
weights to fit the dependency among attributes.

2) Scaling factors among tables. For different tables in a database,
the join operation could also change the joint PDF of attributes. As
we explained earlier, a tuple in a table 𝑇𝑖 may join with a different
number of tuples in another table 𝑇𝑗 . As a result, for each value 𝑣
of any attribute 𝐴𝑖, 𝑗 in 𝑇𝑖 , the occurring probability of 𝑣 in 𝑇𝑖 may
be different from that in 𝑇𝑖 ⊲⊳ 𝑇𝑗 . Therefore, to combine Pr(𝐴𝑖, 𝑗 )
together as Pr(𝑇𝑄 ), we must also consider the correction effects of
the join scaling in our learned weights. This part of information is
not explicitly considered in existing works [47, 52].

3) Filtering factors of predicates. Upon the joint PDF Pr(𝑇𝑄 ), we
need to extract the probability Pr(𝑄) by the predicates in 𝑄 . Thus,
except simply combining Pr(𝐴𝑖, 𝑗 ) together in terms of the correla-
tion and scaling effects, by Eq. (2), the learned weights in the model
should also be able to filter Pr(𝐴𝑖, 𝑗 ) to Pr(𝐴𝑖, 𝑗 ∈ 𝑅𝑖, 𝑗 ), where 𝑅𝑖, 𝑗
is the constraint region specified by the filter predicate on 𝐴𝑖, 𝑗 .

Notably, the three key factors (namely correlation, scaling, and
filtering) are interdependent, requiring the model to condense their
information altogether. This complexity necessitates implicit learn-
ing through extensive training to ensure adaptability to attributes
and joins with varying levels of correlation and scaling effects.
Tools to Build the Pretrained Model. Although the above task
seems to be very difficult, we borrow the successful experience of
applying the self-attention mechanism [71] in the pretrained NLP
models [16, 20, 50] to fulfill such goals. The self-attention mecha-
nism allows models to learn to concentrate on relevant aspects of
input data while disregarding the irrelevant, thereby mimicking
human cognitive attention processes.

In particular, let 𝑿 = [𝒙1, 𝒙2, . . . , 𝒙𝑛]⊤ ∈ R𝑛×𝑑 be input data
with 𝑛 rows, where each row 𝒙𝑖 represents an input token (e.g., a

word embedding) with the same dimension 𝑑 . The self-attention
mechanism transforms this input matrix into three matrices: Key
(𝑲 ), Query (𝑸), and Value (𝑽 ) through learned weight matrices:
𝑲 = 𝑿𝑾𝐾 , 𝑸 = 𝑿𝑾𝑄 and 𝑽 = 𝑿𝑾𝑉 , where 𝑾𝐾 ∈ R𝑑×𝑑𝑘 ,
𝑾𝑄 ∈ R𝑑×𝑑𝑞 , and 𝑾𝑉 ∈ R𝑑×𝑑𝑣 are learnable matrices for keys,
queries, and values, respectively, and 𝑑𝑞 = 𝑑𝑘 usually. Denote 𝒌𝑖 ,
𝒒𝑖 , and 𝒗𝑖 as the 𝑖-th row of the matrices 𝑲 , 𝑸 , and 𝑽 , respectively.
The attention coefficients 𝛼𝑖, 𝑗 , which reflect the importance from
𝒙 𝑗 to 𝒙𝑖 , are computed as 𝛼𝑖, 𝑗 = exp(𝑒𝑖, 𝑗/

√︁
𝑑𝑘 )/

∑︁𝑛
𝑙=1 exp(𝑒𝑖,𝑙/

√︁
𝑑𝑘 ),

where 𝑒𝑖, 𝑗 = 𝒒𝑖𝒌
⊤
𝑗 is the correlation coefficient between query 𝑖

and key 𝑗 and
√︁
𝑑𝑘 is a normalization factor. Based on these scores,

we can obtain a number of output tokens 𝒚1,𝒚2, . . . ,𝒚𝑛 , where
𝒚𝑖 =

∑︁
𝑗 𝛼𝑖, 𝑗𝒗 𝑗 , to condense low-level information in 𝑿 to high-

order representations.
In practice, the self-attention mechanism can be implemented

multiple times to create a multi-head self-attention mechanism. In
the NLP domain, it is applied to compress the semantics of word
embeddings to represent phrases, sentences and documents. For
our CardEst task, we apply it to condense the information of at-
tributes, join relations and filtering predicates together to represent
the joint PDF Pr(𝑇𝑄 ) in high-dimensional space and compute the
query probability Pr(𝑄). Notably, it fully attains the requirements
to capture the key information in the pretrained model.

On one side, for different input embedding vectors, the atten-
tion coefficients 𝛼𝑖, 𝑗 for combination are different. Therefore, the
model could produce adaptive weights to: 1) compress attributes
and joins with different correlations and distributions; and 2) focus
on different parts of the joint PDF representation w.r.t. different
filtering conditions. This ensures the pretrained model is applicable
to different databases.

On the other side, the size of the learned matrices𝑾𝐾 ,𝑾𝑄 and
𝑾𝑉 are only determined by the embedding dimensions 𝑑,𝑑𝑘 , 𝑑𝑞, 𝑑𝑣 ,
but has no relation with the input length 𝑛. Therefore, it naturally
hinders the difference between databases and queries with varied
numbers of tables, attributes and filtering predicates.

4 OUR PRETRAINED MODEL
We outline our proposed Pretrained Multi-Table CardEst Model
(PRICE) in Figure 1. On a high level, for an input query 𝑄 , PRICE
extracts low-dimensional features (see details below), which are
easily obtained at low cost and adaptable to any database. These
features are then mapped into embedding vectors of fixed length
through a two-stage CardEst simulation. The joining stage sim-
ulates the joining process across multiple tables in 𝑄 . It applies
a self-attention module to integrate the distribution and scaling
information over all attributes in the join conditions. The output
reflects the backbone information of the joined table𝑇𝑄 (or the joint
PDF Pr(𝑇𝑄 )). Then, the filtering stage utilizes another self-attention
module to fuse the backbone information with the distribution and
filtering predicate information over all other attributes together.
The outputs naturally condense the information of correlation, scal-
ing, and filtering predicate over all attributes together and thus
offer a rich representation w.r.t. Pr(𝑇𝑄 ) and Pr(𝑄). Based on such
output and auxiliary query-level features, we finally obtain the
desired cardinality Card(𝑄). The details on feature selection and
model workflow are described as follows.

640



SELECT	 COUNT(*)	
FROM	 A,	B,	C
WHERE	 A.id =	B.pid
and	B.id =	C.uid and	
A.age <=	22	and
C.gpa >	3.5

Query	𝑄

Database

I. Embedding Stage

Table	A Table	B

Table	C

Query-level
Information

Scaling	Factor
Distribution

Attribute
Distribution

Filtering
Information

Table-level
Information

ℎ!.#$ ℎ%.&#$
ℎ%.#$ ℎ'.(#$

Join	Emb.

𝑑!.)*+ 𝑑,.-&.
Linear

Filter	Emb.

𝑡! 𝑡% 𝑡'

Linear

Linear

Linear
Table Emb.

Linear
Query	Emb.

II. Joining Stage

s
Self-

Attention
Multi-Heads

MJoin
Emb.

𝑠′

Join
Emb.

III. Filtering Stage
𝑠′
Join
Emb.
Filter
Emb.
Table
Emb.

Self-
Attention
Multi-Heads

N

𝑠′′

Join
Emb.
Filter
Emb.

Table
Emb.

Card(Q)

IV. Predict

𝑠′′
Query
Emb.

multi-information	
embeddings

MLP…

…

Q

Figure 1: Model architecture of PRICE.

Feature Selection. For a database𝐷 and a SQL query𝑄 , our PRICE
takes four classes of features to capture key information as follows:

1) The value distribution Pr(𝐴𝑖, 𝑗 ) of each attribute 𝐴𝑖, 𝑗 ∈ 𝐴𝑄 .
For continuous attributes, we use a histogram vector to represent
its distribution. To eliminate the different ranges of attributes, we
normalize each histogram vector to span into [0, 1]. For categorical
attributes, we utilize the SpaceSaving Summary [54, 83] to maintain
its distribution. It records the frequency of each item and can be
accessed and updated at the same cost as the histogram vector.
These vectors of distributions are set to the same length. They are
regarded as the basic tokens in our approach, similar to the basic
word embeddings in the NLP models.

2) The distribution of the scaling factors of each join condition
𝑇𝑖 .𝐴𝑖,𝑥 = 𝑇𝑗 .𝐴 𝑗,𝑦 in 𝑄 . Let 𝑠 be a tuple in table 𝑇𝑖 . The scaling
factor of 𝑠 refers to how many of tuples 𝑡 in table 𝑇𝑗 could join
with 𝑠 , i.e. 𝑠 [𝐴𝑖,𝑥 ] = 𝑡 [𝐴 𝑗,𝑦]. We also encode the distributions of
scaling factors as histogram vectors. They capture the inter-table
correlation information and help the model learn how to scale
Pr(𝑇𝑖 ) to Pr(𝑇𝑄 ). Details on the calculation of scaling factors and
the associated maintenance cost analysis are provided in Appendix
A [5].

3) The information of each filtering predicate “𝑇𝑖 .𝐴𝑖, 𝑗 op value”
in Q. We encode each filtering predicate as a three-dimensional
vector comprising: i) Range: represented as a two-dimensional
vector [lower_bound, upper_bound], normalized to the attribute’s
domain. For example, “A.age<22” with domain [0, 100] is encoded
as [0, 0.22]. For categorical attributes, the range is the index of the
bin containing the value. If the predicate is an equality, the lower
and upper bounds are set to the same value; and ii) Selectivity: An
estimated decimal value ∈ [0, 1], calculated as the ratio of tuples
satisfying the predicate on attribute 𝐴𝑖, 𝑗 over all tuples in 𝑇𝑖 . This
aids in computing Pr(𝑄) from the joint PDF.

4) The table-level and query-level auxiliary information of 𝑄 . For
each table 𝑇𝑖 in 𝑄 , we encode the simplified single-table selectivity
estimates produced by heuristic estimators, including AVI, MinSel,
and EBO (see details in [23]). We also encode the size |𝑇𝑖 | of each
table to characterize its volume. For query 𝑄 , we encode: i) the
number of tables and joins in 𝑄 ; and ii) the cardinality estimated

by traditional methods, e.g., the histogram-based methods in Post-
greSQL. In this way, we feed the wisdom of the traditional CardEst
methods into the model, which could provide more guidelines to
produce better results.

Notably, all of the above features could be easily obtained in
𝑂 (∑︁𝑖 |𝑇𝑖 |) time. Thus, our PRICE is as cheap as the efficient tra-
ditional 1-D histogram-based methods in terms of feature con-
struction. Meanwhile, when data changes, these features could be
incrementally updated in almost real-time.
Workflow of PRICE. As shown in Figure 1, PRICE consists of
three main stages: the embedding stage for data preparation and
the joining and filtering stages for data integration.

1) Embedding Stage: Initially, PRICE maps the input features for
each attribute and table into fixed-dimensional embeddings using
simple linear models. Specifically, for each attribute 𝐴𝑖, 𝑗 that oc-
curs in any join condition of 𝑄 , its value distribution vector and
scaling factor distribution vector are separately mapped into a fixed-
dimensional vector by different linear models. These vectors are
then concatenated to form the embedding vector 𝒉𝑖, 𝑗 . For each
attribute𝐴𝑖, 𝑗 that occurs in any filtering predicate of𝑄 , we concate-
nate its value distribution vector, filter range, and selectivity, then
map this combined vector to a fixed dimension embedding vector
𝒅𝑖, 𝑗 using a linear model. For each table𝑇𝑖 , we apply a linear model
with shared parameters to map its table-level auxiliary information
into an embedding 𝒕𝑖 . For the query𝑄 , we also apply a linear model
with shared parameters to map its query-level auxiliary information
into an embedding 𝑸 . Additionally, we randomly initialize a special
embedding vector 𝒔 as input. 𝒔 would be fed into the subsequent
modules with the other embedding vectors together. It serves to
amalgamate the information of other embedding vectors together,
akin to the CLS token in NLP tasks [20] or the virtual node in Graph
Neural Networks (GNN) [82]. We will explain the detailed role of 𝒔
later. Notice that the dimension of all embedding vectors 𝒉𝑖, 𝑗 , 𝒅𝑖, 𝑗 , 𝒔
and 𝒕𝑖 are uniformly fixed, ensuring the generality across different
numbers of joins and filtering predicates in the query. Then, PRICE
applies two main stages to exploit the capabilities of the multi-head
self-attention mechanism to capture key information for CardEst.
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2) Joining Stage (Backbone Assembly): We integrate the infor-
mation related to all attributes in the join conditions to build the
backbone structure of the table 𝑇𝑄 . The token 𝒔 and all embedding
vectors 𝒉𝑖, 𝑗—representing each attribute 𝐴𝑖, 𝑗 in the join condition—
are fed into a multi-head self-attention module. The module con-
verts them into new embedding vectors 𝒔′ and 𝒉′𝑖, 𝑗 . Each 𝒉′𝑖, 𝑗 (as
well as 𝒔′) is a weighted sum over all embedding vectors 𝒉𝑖, 𝑗 and 𝒔.
The weights, a.k.a. attention coefficients, are adaptively determined
by learned parameters (see details in Section 3). Using this attention
mechanism, the output vectors 𝒉′𝑖, 𝑗 and 𝒔′ capture two sides of
information together: i) the correlations between the scaling factor
distributions of different joins in 𝑄 ; and ii) the impact of the join-
ing operations (i.e., the scaling effects) on the value distribution of
attributes. This combined knowledge is represented as the outputs
𝒉′𝑖, 𝑗 . Upon them, the model could then know how to scale multiple
low-level PDFs Pr(𝑇𝑖 ) on each single table to the high-level joint
PDF Pr(𝑇𝑄 ) on the joined table in the subsequent steps.

3) Filtering Stage (Information Refinement): The focus shifts to
refining the backbone information with all filtering conditions to
obtain accurate estimation results. Specifically, we aim to obtain
the information of Pr(𝑇𝑄 ) and compute the probability Pr(𝑄) from
Pr(𝑇𝑄 ). Recall that each embedding vector 𝒅𝑖, 𝑗 condenses the value
distribution and filtering information on each attribute 𝐴𝑖, 𝑗 occur-
ring in the filtering predicates, and each embedding vector 𝒉′𝑖, 𝑗
condenses the information of the scaling factor distributions of all
joins. In this stage, we apply another multi-head self-attention
module to integrate their information together. In particular, let
𝑈 = {𝒅𝑖, 𝑗 } ∪ {𝒉′𝑖, 𝑗 } ∪ {𝒔′} ∪ {𝒕𝑖 } be the set of all input embedding
vectors. Then, for each 𝒖 ∈ 𝑈 , the self-attention module obtains an
embedding vector 𝒖′ using a weighted sum over all vectors in𝑈 .

We find that, the vectors 𝒖′ integrate three sides of information
together: i) the scaling information of multiple tables (encoded
in 𝒉′𝑖, 𝑗 ) are fused with the value distributions of other attributes
(encoded in 𝒅𝑖, 𝑗 ) not occurring in the join conditions. This compre-
hensively amalgamates the information to represent the joint PDF
Pr(𝑇𝑄 ); ii) the information of all filtering predicates (also encoded
in 𝒅𝑖, 𝑗 ), which reflects how to compute Pr(𝑄) from Pr(𝑇𝑄 ); and iii)
some coarsen-grained information for estimated cardinality on each
single table (encoded in 𝒕𝑖 ). This would more or less provide the
representation vectors with some guidelines from the traditional
CardEst methods to correct Pr(𝑄). In short, the output vectors 𝒖′
encapsulate all relevant information to offer a rich representation
w.r.t. Pr(𝑇𝑄 ) and Pr(𝑄).

Based on these, we are prepared to obtain the final estimated
cardinality. Notice that, it is not necessary to utilize all output
vectors 𝒖′ produced by the filtering stage. Instead, let 𝒔′′ be the cor-
responding output vector to 𝒔′. We only need to apply 𝒔′′ into the
final step as 𝒔′′ already condenses the information of other input
vectors through the self-attention mechanism. As a result, 𝒔′′ and
the query-level embedding 𝑄 (serving as guidelines) are concate-
nated and then fed into a non-linear neural network, specifically
referring to a multilayer perceptron (MLP) [31]. This concatenated
input is used to obtain the desired cardinality Card(𝑄).
Analysis Results of PRICE. To better understand the functional-
ity of the attention mechanism in PRICE, we present some analysis
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Figure 2: Attention weights impact on model performance.
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Figure 3: Attention weight for a specific query.

results with concrete examples. The representative examples in Fig-
ure 2 and Figure 3 are extracted from our test dataset STATS, and
additional ones are given in Appendix B [5]. The darker colors
indicate larger attention weights or other values.

At first, we find that, the attention weights contain valuable in-
formation for accurate CardEst. Based on our observations, queries
with diversified attention weights tend to result in more accurate
estimates. For example, the query in Figure 2(a) with varied atten-
tion weights over features has a much lower estimation error than
the query in Figure 2(b) with uniform attention weights. Their q-
errors (defined in Section 6.1) are 1.97 and 2079, respectively. This
indicates that the learned attention weights help to differentiate
the influence of various features and extract useful information to
estimate the final cardinality. Meanwhile, this observation also pro-
vides practical guidance for deployment: if the model fails to assign
adaptive weights to a large number of queries in a new dataset, fine-
tuning may be necessary; otherwise, traditional CardEst methods
embedded in the DBMS may be more reliable.

Then, with an in-depth analysis, we exhibit how these attention
weights play their roles in CardEst. We find that PRICE could au-
tomatically and adaptively pay attention to important features and
adjust its coefficients to fit different input distributions.

On the one hand, our analysis reveals that PRICE’s attention
mechanism could adaptively assign weights to different tables and
attributes based on their significance to the final cardinality. A higher
attention weight on a token 𝑡 indicates that PRICE pays more at-
tention to 𝑡 to obtain accurate estimation results. For the example
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Table 1: Overview of test datasets: database statistics and workload specifications.
Database Statistics Workload Specifications

# of Cols # of Rows # of Join Total Attribute Distribution Skewness Average Pairwise Join Joined # of Filtering True CardinalityDataset Name
Sectors # of Tables

(All Tables) (All Tables) Relations
Volume

Domain Size (MIN/AVG/MAX) Correlation Forms Tables Predicates
Join Type

Range

IMDB Entertainment 6 37 6.2 · 107 15 3.0G 8.5 · 107 -1.9/19.2/384.5 0.32 Star 2 - 5 0 - 4 PK-FK/FK-FK 2 - 1·1010
STATS Education 8 43 1.0 · 106 30 32.3M 1.9 · 106 -1.0/10.5/134.5 0.46 Mixed 2 - 7 0 - 10 PK-FK/FK-FK 16 - 8·1010
ErgastF1 Sport 14 98 5.5 · 105 67 15.1M 3.2 · 105 -2.0/2.2/66.6 0.44 Mixed 2 - 7 0 - 9 PK-FK/FK-FK 1 - 2·1010

VisiualGenome Education 6 20 3.6 · 106 6 73.4M 3.1 · 105 -3.8/-0.4/2.0 0.20 Mixed 2 - 6 0 - 7 PK-FK/FK-FK 24 - 2·108

query in Figure 3(a), in the first joining stage, PRICE assigns differ-
ent attention weights to attributes involved in the join conditions
to learn the backbone information of the whole joined table. Fig-
ure 3 (b) illustrates the relations between the attention weights, the
mean and the standard derivation of the scaling factor distributions
of these join attributes. Obviously, the attention weights are posi-
tively correlated with the mean value and standard derivation of
the scaling factor distributions of these join attributes. We find that:
i) join attributes with larger mean scaling factors or more diversified
scaling factors (i.e. , larger standard deviations) receive higher atten-
tion weights. This is because these attributes contain tuples having
larger scaling factors, occur more frequently in the joined table and
thus significantly impact the final cardinality.

In the second filtering stage, PRICE refines the backbone infor-
mation with the value distributions and filtering information of
all other attributes and tables to obtain accurate estimation results.
In Figure 3 (c), we rank the attention weights over all tables and
attributes in this stage. We observe that: ii) The model primarily
focuses on attributes having filtering conditions (e.g. , u.downvotes
and p.viewcount), as the model requires fine-grained filtering over
these attributes to obtain accurate cardinality.

In detail, Figure 3 (d) and (e) show the relations between attention
weights with table size and selectivity of attributes in the filtering
conditions, respectively. We further find that: iii) PRICE tends to
assign higher attention to larger tables since they typically have
a more significant impact on the cardinality of the query results;
and iv) The model focuses more on filtering attributes with lower
selectivity since decreasing the selectivity would increase the diffi-
culty of accurate estimation (in similar to sampling-based methods).
These four findings reveal that PRICE could learn to automatically
prioritize elements by their impacts to the final cardinality.

On the other hand, we find that, in the process of fusing multiple
tables together, PRICE could appropriately adjust its attention weights
based on the joined table’s distribution. For instance, in the query
shown in Figure 3, the filtering condition “u.downvotes ≤ 0” shows
high selectivity in the single table “user” (98%). According to the
above third finding, PRICE tends to give lower weight to the column
with high selectivity. However, in this case, it also assigns a large
weight to this attribute. This is because this filtering condition
incurs very low selectivity in the joined table (1.5%), which requires
the model to pay more attention to obtain accurate estimation
results. This suggests that PRICE would appropriately adjust its
attention weights on attributes when a distribution drift exists
between the single and joined tables.

5 DATA COLLECTION AND MODEL TRAINING
In this section, we introduce how to collect different databases
and related query workloads to train our model PRICE. We have

made both the collected databases and query workloads (including
queries and their corresponding cardinalities) as well as the pre-
trained model publicly available in the repository [12] to nourish
the community. We hope these resources could serve as a new and
comprehensive benchmark for evaluating CardEst methods.
Datasets Collection. To effectively assess the performance of our
PRICE, it is imperative to train and test the model across various
datasets. However, existing CardEst methods commonly utilize lim-
ited datasets for evaluation, which are insufficient for the expansive
training needs of the pretrained model. To cultivate a model capa-
ble of generalizing across diversified databases, we exhaustively
searched the public data repositories and obtained 30 datasets, in-
cluding: 1) 6 well-established benchmark datasets for evaluating
CardEst methods, such as TPC-H [10], SSB [60], IMDB [6] and
STATS [13]; and 2) 24 new datasets assembled from [57]. We clean
and process each dataset. We observe that these datasets closely
resemble real-world scenarios and demonstrate notable diversity.
Table 1 provides detailed properties of the four test datasets and
their corresponding workloads. Due to space limits, the compre-
hensive details of all datasets are provided in Appendix C [5].
Query Workloads Generation. For model training and evalua-
tion, corresponding workloads for each dataset must be prepared.
We retain the testing workloads JOB-light[7] and STATS-CEB[29]
for widely recognized datasets IMDB and STATS, respectively, and
developed new training and testing workloads for others by the fol-
lowing process. Specifically, for each dataset, we obtain a graph of
its join schema where each node represents a table𝑇𝑖 and each edge
connecting 𝑇𝑖 and 𝑇𝑗 represents a join relation between two tables.
We enumerate all connected subgraphs from the join schema graph,
where each subgraph represents a possible join relation among
some tables in the dataset. To generate an SQL query, we randomly
select a subgraph and then attach it with some filtering predicates.
In particular, we first collect all categorical and numerical attributes
in all the tables that occurred in the subgraph. Let𝑚 be the total
number of attributes. We uniformly sample a number 𝑛 from 1 to
𝑚 and then repeatedly sample 𝑛 attributes at random. For each
sampled attribute 𝐴𝑖 , if it is numerical, we pick its lower bound 𝑙
and upper bound 𝑢 uniformly at random and set the filtering predi-
cate as 𝐴𝑖 ≤ 𝑢 and 𝐴𝑖 ≥ 𝑙 ; if it is categorical, we randomly select
a value 𝑣 from its domain and set the filtering predicate as 𝐴𝑖 = 𝑣 .
For each dataset, we generate 5 × 104 SQL queries for model train-
ing. We obtain the true cardinality of each query through actual
execution. The detailed Pseudo-code for workload generation is
given in Appendix D [5].
Model Pretraining.We reserve the four widely applied datasets—
IMDB, STATS, ErgastF1 and VisualGenome—as the test datasets
and apply the remaining 26 datasets with the generated query
workloads to pretrain our model PRICE. The details are as follows:
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1) Loss Function: Due to the board range of the cardinality (e.g.,
from 1 to 1011), we apply a logarithmic transformation to normalize
its scale and use log (Card(𝑄)) as the target label for training. The
Mean Squared Error (MSE) function is employed as the loss function
during training. That is, for a batch of 𝑘 SQL queries𝑄1, 𝑄2, . . . , 𝑄𝑘 ,
the total loss is (∑︁𝑘

𝑘 ′=1 (log (Card(𝑄𝑘 ′ )) − log (̂︄Card(𝑄𝑘 ′ )))2)/𝑘.
2)Model Hyperparameters: We implement our model and its train-

ing function in Python 3.10. In our PRICE, we use a 40-dimensional
vector to represent all input features on value distribution and
scaling factor distribution of attributes. The dimension of all inner
embedding vectors 𝒉𝑖, 𝑗 , 𝒉′𝑖, 𝑗 , 𝒅𝑖, 𝑗 , 𝒔, 𝒔′, 𝒔′′ and 𝒕𝑖 (see details in
Section 4) are set to 256. The self-attention modules applied in the
joining and filtering stage all comprise 8 heads.

3) Training Method: To promote stable learning and robust gen-
eralization across databases, we shuffle the training data and use a
large batch size (i.e., 1.5 × 104). We adopt the Adam optimizer [40]
for model training with the initial learning rate of 2.85× 10−5 and a
weight decay of 5×10−5. To stabilize the training process, we utilize
the StepLR function in PyTorch to adaptively adjust the learning
rate. To prevent overfitting, we also apply the dropout function.

4) Training Environment: We train our model on a Linux server
outfitted with a 96-core Xeon(R) Platinum 8163 CPU @ 2.50GHz,
512GB of main memory, and 8 NVIDIA A100 GPUs. For the whole
training workload having 1.3×106 SQL queries, we consume around
5 hours to produce a model of around 40MB.

6 EXPERIMENTAL STUDIES
This section presents a comprehensive evaluation of PRICE against
existing state-of-the-art (SOTA) techniques for multi-table cardinal-
ity estimation. The evaluation results aim to answer the following
pivotal questions about its performance:

1) How does our pretrained model PRICE perform when directly
applied to unseen databases with little preparation? (Section 6.2)

2) Howdoes PRICE perform after finetuning on specific databases
compared to existing ML-based CardEst methods? (Section 6.3)

3) Can PRICE generalize to data updates and query workload
drifts? (Section 6.4)

4) What are the impacts of training data on PRICE? (Section 6.5)
5) How do individual features contribute to PRICE’s perfor-

mance? (Section 6.6)

6.1 Experiment Setup
Datasets. We selected four real-world datasets—IMDB, STATS, Er-
gastF1 and VisualGenome—for evaluation, which are commonly
used to assess CardEst methods in the literature [29, 35, 59]. Their
properties are detailed in Table 1. STATS [13, 29] is an anonymized
compilation of all user-contributed content from the Stats Stack
Exchange network [11]. The associated query workload STATS-
CEB contains 146 queries for testing. The IMDB dataset [44] is
on movies and stars with the simplified JOB-light workload [7]
containing 70 realistic queries. ErgastF1 [3] provides extensive in-
formation on Formula 1 races spanning from the 1950 season to the
present day. VisualGenome [14] encompasses dense annotations
of objects, attributes, and relationships within various genes. We
use the method in Section 5 to generate 148 and 186 queries on
ErgastF1 and VisualGenome for testing, respectively.

Competing Methods. We select the competing CardEst methods
based on their performance reported in various benchmarks [29,
69] and evaluation studies [77, 80, 87]. For each category, namely
traditional, data-driven, query-driven and hybrid CardEst methods,
we select the representative ones as follows:

1) PG stands for the basic 1-D histogram based approach used in
PostgreSQL [26] for CardEst. This simple method serves as a base-
line to measure the effectiveness of more sophisticated methods.

2) NeuroCard [80] builds a single deep auto-regression model
on the joint PDF of all tables in the database. The cardinality of any
query could then be accessed from this model.

3) DeepDB [36] learns the joint PDF of data using Sum-Product
Networks (SPNs) [62]. It builds several SPNs, each covering a subset
of tables for CardEst.

4) FactorJoin [76] applies a cohesive factor graph to combine
the learned cardinality on every single table, and the histograms of
joins together for CardEst on multiple tables.

5)MSCN [41] utilizes a multi-set convolutional network to amal-
gamate data and query information together to learn cardinality.

6) ALECE [47] is designed as a soft lookup table, linking each
SQL query to the underlying data distribution to estimate the car-
dinality of the query using attention mechanisms.

We use the open-source implementations of these methods [1, 2,
4, 8, 9] with their original parameter setting. For DeepDB, we set its
RDC independence threshold to 0.3 and split each SPN node with
at least 1% of the input data; for NeuroCard, the sampling size is
set to 8,000. We exclude DeepDB and FactorJoin from the ErgastF1
and VisualGenome datasets, as DeepDB supports only PK-FK joins,
and FactorJoin is hard-coded for IMDB and STATS.

Besides them, an Optimal approach, which utilizes the true
cardinality for query plan generation, is also included for bench-
marking. As shown in [44], this method could find the optimal plans
for most of the queries. Therefore, it could serve as a borderline to
exhibit the best performance that the CardEst could bring for query
optimization. We inject all CardEst methods into PostgreSQL 13.1
using PilotScope [86]—a middleware for deploying ML algorithms
into databases—for end-to-end testing in actual DBMS.
Evaluation Metrics.We evaluate the effectiveness of each CardEst
method by the following metrics:

1) End-to-end (E2E) Time refers to the total time to gener-
ate the plan using estimated cardinalities and the execution of
the physical plan. It reflects the performance gain that a CardEst
method could bring to the query optimization process. Therefore,
it is considered the gold standard metric to gauge the effectiveness
of CardEst methods [29].

2) Q-ERROR [56] assesses the relative multiplicative deviation
of the estimateion results from the exact values as Q-ERROR =

max(̂︄Card(𝑄)/Card(𝑄),Card(𝑄)/̂︄Card(𝑄)) . It provides a coarse-
grained accuracy assessment but cannot differentiate between under-
and over-estimates or account for the impact of errors in individual
sub-queries on plan generation.

3) P-ERROR [29] corrects the drawbacks of Q-ERROR and could
be computed without the actual execution of queries. By [44], the
plan cost estimated by the cost model is a good surrogate for the
execution time. Therefore, we evaluate the quality of a CardEst
method by comparing the execution cost of the plans derived from

644



Table 2: Overall performance of different CardEst methods.
Q-ERROR P-ERROR

DATASETS CARDEST METHOD
E2E

TIME (S) 50% 80% 90% 95% 99% 50% 80% 90% 95% 99%
MODEL
SIZE (MB)

(PRE)TRAINING
TIME (MIN)

INFERENCE
TIME (MS)

IMDB

PG 4037 1.95 6.04 19.04 49.44 879.64 1.00 1.31 1.73 2.45 13.44 − − −
ALECE 3911 1.75 4.21 11.49 19.07 124.68 1.00 1.07 1.46 1.92 5.44 233.11 472.88 5.08
MSCN 4755 3.24 12.75 28.54 104.20 411.90 1.07 1.71 2.31 4.00 15.66 1.57 75.19 0.79
DeepDB 3850 1.31 2.97 3.61 5.03 14.03 1.00 1.00 1.09 1.27 1.56 88.33 73.73 4.73

NeuroCard 3664 1.66 4.14 7.80 14.25 22.22 1.00 1.23 1.78 2.32 4.05 50.27 14.55 18.43
FactorJoin 3588 13.86 89.88 348.96 1027.19 4794.80 1.04 1.61 2.86 3.46 7.91 5.59 78.45 3.20

PRICE (Pretrained) 3910 1.77 4.07 8.39 15.45 70.88 1.00 1.05 1.16 1.28 1.63 41.14 313.56 5.27
PRICE (Finetuned) 3454 1.29 2.05 2.92 5.36 29.45 1.00 1.00 1.04 1.08 1.16 41.14 6.47 5.27

Optimal 3442 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 − − −

STATS

PG 30484 1.87 7.11 20.71 73.35 1600.22 1.04 1.67 2.44 4.16 20.57 − − −
ALECE 25716 1.67 3.79 7.93 16.44 118.96 1.00 1.38 1.84 2.17 3.49 233.04 93.09 10.88
MSCN 42051 6.19 70.02 363.71 1609.45 9.15·104 1.36 2.64 5.98 13.41 59.14 1.60 2.03 0.81
DeepDB 22931 1.84 19.94 73.52 132.63 1507.78 1.03 2.17 2.85 4.41 9.32 249.93 142.12 12.42

NeuroCard 24435 2.12 12.57 48.40 228.41 1.32·104 1.03 1.56 1.97 2.92 8.22 121.88 36.43 33.80
FactorJoin 50179 5.41 40.44 150.52 666.59 2.10·104 1.09 2.05 3.07 5.19 21.73 1.86 0.55 23.70

PRICE (Pretrained) 18292 1.87 5.49 12.46 35.55 579.67 1.00 1.42 1.90 2.41 6.40 41.14 313.56 14.13
PRICE (Finetuned) 17192 1.41 2.28 3.67 7.07 42.03 1.00 1.00 1.25 1.46 2.33 41.14 10.20 14.13

Optimal 17160 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 − − −

ErgastF1

PG 48185 1.60 4.26 11.30 27.47 114.24 1.00 1.32 1.64 1.98 6.39 − − −
ALECE 50902 1.75 3.15 5.18 8.43 53.81 1.03 1.32 1.61 2.08 3.35 233.34 121.49 7.06
MSCN 45511 10.20 99.89 353.02 999.52 1.32·104 1.52 2.54 4.92 8.61 13.72 1.66 5.08 0.81

PRICE (Pretrained) 44532 1.43 3.12 6.45 14.57 67.97 1.00 1.15 1.46 1.73 2.24 41.14 313.56 7.14
PRICE (Finetuned) 44350 1.43 2.46 4.06 7.37 29.96 1.00 1.00 1.42 1.57 2.28 41.14 5.21 7.14

Optimal 44256 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 − − −

Visual
Genome

PG 6165 1.17 4.34 15.12 383.09 1.17·104 1.04 1.04 1.44 2.26 4.72 − − −
ALECE 5874 1.13 1.34 1.44 1.58 2.01 1.00 1.00 1.04 1.04 1.08 232.72 49.68 6.25
MSCN 12070 2.84 9.34 18.91 47.45 108.48 2.68 2.74 4.38 4.39 4.40 1.54 39.86 0.78

NeuroCard 6673 1.04 12.23 14.35 26.75 53.75 1.00 1.20 1.21 1.28 2.73 38.38 12.91 9.85
PRICE (Pretrained) 5840 1.65 3.59 5.17 15.67 115.61 1.00 1.00 1.01 1.42 2.64 41.14 313.56 6.22
PRICE (Finetuned) 5838 1.06 1.19 1.29 1.35 1.54 1.00 1.00 1.00 1.00 1.08 41.14 11.48 6.22

Optimal 5834 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 − − −

the estimated and true cardinalities. Specifically, for a query 𝑄 ,
let C𝐸 and C𝑇 denote the estimated and true cardinalities of all
sub-queries of𝑄 . Let P𝐸 and P𝑇 be the plan generated by the query
optimizer by feeding C𝐸 and C𝑇 into it. Let𝑀 be the cost model of
the query optimizer and𝑀 (𝑃,𝐶) denote the estimated cost of plan 𝑃
with cardinality 𝐶 .𝑀 (𝑃,𝐶) often approximates the execution time
of plan 𝑃 . Obviously,𝑀 (P𝑇 ,C𝑇 ) is the estimated cost of executing
the (most possible) optimal plan P𝑇 . In the actual execution of
plan P𝐸 , the exact cardinality C𝑇 would be instantiated, so the
estimated execution cost of plan P𝐸 is𝑀 (P𝐸 ,C𝑇 ). Thus, we define
it as P-ERROR = 𝑀 (P𝐸 ,C𝑇 )/𝑀 (P𝑇 ,C𝑇 ). As analyzed in [29], P-
ERROR considers the impacts of estimation errors of all sub-queries
in terms of plan optimization and is more highly correlated to the
E2E time than Q-ERROR.

Besides them, we also consider the Training Time for model
training, the Inference Time for accessing cardinality from the
CardEst models, and the Model Size for the amount of memory
used to store model parameters. These metrics could reflect the
performance of each CardEst method from multiple views.

6.2 Performance on Unseen Datasets
We compare our PRICE and other CardEst methods on the four
unseen new databases. For fairness, we also apply 5 × 104 queries
on each dataset to train MSCN and ALECE. As shown in Table 2,
we have the following observations:

1) Our pretrained model, PRICE, demonstrates competitive per-
formance compared to other CardEst methods across various met-
rics. Specifically, for the most crucial E2E time, PRICE surpasses the

basic PG and other ML-based methods in almost all cases (except
IMDB, where all methods attain good results). On STATS, the E2E
time of PRICE is 1.67×, 1.25×, and 1.41× faster than PG, DeepDB,
and ALECE, respectively. In terms of the Q-ERROR and P-ERROR
metrics, PRICE is always better than PG and has no significant
gaps with other ML-based methods. This verifies the success of the
design choices of our PRICE model and its pretraining strategies.

2) Our PRICE consistently demonstrates strong and stable per-
formance across all datasets, while existing ML-based methods may
exhibit significant variability. For instance, FactorJoin achieves near-
optimal performance on IMDB and performs even worse than PG
on STATS. This property of PRICE plays an important role when
actually deployed into DBMS. By [73], the DBMS not only focuses
on performance gains but also pays attention to avoiding perfor-
mance regressions. The reason for that is our model encounters a
number of different data distributions and query workloads during
pretraining, so the learned parameters could generalize to attain
stable performance on any database. Whereas, existing ML-based
methods often have prior assumptions on the data distributions
(e.g., DeepDB assumes attributes are not highly correlated), so they
may fail when the dataset does not obey such assumptions.

3) PRICE is time and space efficient. Its inference time spans from
several to a dozen milliseconds, ensuring no impact on plan gener-
ation. In the actual deployment, we only need to store one PRICE
model having 41.14MB for all databases. This is much smaller than
storing the models trained by ALECE, NeuroCard, and DeepDB on
each specific database. The pretraining time of PRICE is longer than
other ML-based methods. However, it only needs to be trained once,
after which the model can be seamlessly applied to any database.
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Figure 1: Estimation errors of cardinality estimation models across varying numbers of training queries.

1

Figure 4: Estimation errors of cardinality estimation models across varying numbers of training queries.

In short, this set of experiments verifies the superiority of our
PRICE over other CardEst methods. It generates plans with much
higher and more stable quality, incurs less time and space over-
heads, and exhibits the easiness for system deployment. To further
demonstrate PRICE’s effectiveness, we evaluated it on more chal-
lenging workloads (JOB-Adapt), where it continued to perform
well; detailed results are provided in Appendix F [5].

6.3 Performance of PRICE with Finetuning
We further examine the performance of our PRICE after finetuning.
Figure 4 shows the estimation errors (90%-quantile Q-ERROR and
95%-quantile P-ERROR) of different CardEst models as the number
of training queries increases. We omit other metrics, such as E2E
time, since they exhibit similar trends. PG, data-driven methods
(DeepDB, NeuroCard and FactorJoin) and our pretrained model ex-
hibit a stable horizontal line since their performance is independent
of the training workload. For the finetuned version of PRICE, we
apply the corresponding training queries to tune the model further
to fit each specific dataset. The results reported in Table 2 are ob-
tained by the models finetuned (or trained) with 5 × 104 queries.
Based on Table 2 and Figure 4, several key observations emerge:

1) PRICE can be further enhanced to achieve near-optimal per-
formance by finetuning. In Table 2, our finetuned PRICE exhibits
the smallest Q-ERROR and P-ERROR values across most quantiles.
On most datasets, the P-ERROR values even approach 1.0, the lower
bound of this metric. In terms of the E2E time, our finetuned PRICE
achieves the shortest time in all four test datasets. The relative
deviation to the optimal cases is all less than 0.4%.

2) The finetuning cost of PRICE is small and acceptable. From
Figure 4, our PRICE could outperform almost all other methods
in terms of Q-ERROR and P-ERROR when finetuning with even
100 queries. Collecting and executing such a few training queries
takes less than one hour. The finetuning time to tune the model of
PRICE is only around 10 minutes. Even if we collect and execute
5×104 queries by around 216 hours (or 9 days) and consume several
hours to train models of MSCN and ALECE, their performance is
still worse than PRICE. This is because the existing query-driven
and hybrid CardEst methods need to be learned from scratch for
each specific database. Whereas, for PRICE, the model has already
captured the general paradigm for mapping joint PDFs and query

information to cardinality after pretraining, so we could tune the
model to fit a specific database with a small number of queries.

6.4 Generalization Ability of PRICE
In this section, we examine the generalization ability of our pre-
trained model PRICE. We conduct experiments in three scenarios
commonly occurring in real-world applications, namely data up-
dates, data scaling and query workload drifts.
Generalization Ability to Data Updates. In real-world DBMS,
data is constantly updated. We apply the STATS dataset with times-
tamps to test the performance of PRICE on updated data. Similar
to [29, 47], we split the STATS datasets according to the creation
time of tuples and obtained 4 datasets containing 1/8, 2/8, 4/8 and
8/8 tuples of the full data, respectively. We denote them as STATS
1x, 2x, 4x to 8x. For our PRICE, we directly test the pretrained model
on these 4 datasets. For existing CardEst method and the finetuned
version of PRICE, we apply the underlying data and execute the
query workload on STATS 1x (12.5% of the full data) to collect work-
load statistics and model training (finetuning for PRICE). Then, we
use the same test queries to evaluate its performance on STATS 1x,
2x, 4x to 8x. Notably, although the test queries remain the same on
the 4 datasets, the true cardinalities differ due to data changes. We
only report the results of 90%-quantile Q-ERROR and 95%-quantile
P-ERROR and omit the similar results of other metrics.

From Figure 5, we find existing CardEst methods (except the basic
PG) exhibit diminished performance when faced with data updates,
and DeepDB, NeuroCard, and MSCN show notable performance
declines. It also resembles their behaviors in Section 6.2 on unseen
datasets. These models are specifically trained to fit each dataset,
which may fall down on updated data with different distributions.

However, both the original pretrained and finetuned PRICEmain-
tain a promising and stable performance across all datasets. These
results align with our observations in Section 6.2. The pretrained
PRICE is trained to capture the meta-knowledge for CardEst, so
it easily adapts to arbitrary datasets, including both unseen and
updated data. For the finetuned PRICE, although we finetune it
on STATS 1x, it could also adjust its parameters to capture some
coarse-grained knowledge on the data distributions of the STATS
dataset. As a result, when it is transferred to STATS 2x, 4x to 8x,
the performance can still be further improved.
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the Full-Database workload and evaluated on the Full-
Database.

Generalization Ability to Data Scaling. Later, we present more
details on the impact of different data volumes on the finetuned
PRICE. We finetune PRICE on STATS 1x (partial of the dataset,
denoted as Sub-Database) with a different number of queries and
compare its performance with the model finetuned on the Full-
Database (STATS 8x). Figure 6 exhibits a surprising result: the
performance of PRICE finetuned on the partial and full dataset
exhibits comparable performance. No matter how many training
queries are applied, their performance is very close and consistently
better than basic PG and original PRICE without finetuning. This
further verifies the generalization ability of PRICE, which just
focuses on the data distribution but not the data volume. This
property is very appealing as executing the query workload on a
smaller dataset is much faster, so we could consume much less time
to collect statistics on a new dataset for finetuning. In the above
setting, in comparison to executing the query workload on the full
dataset for finetuning, we consume only 1.5% of time on STATS 1x.
Generalization Ability to Query Workload Drifts. In actual
DBMS, the query workloads may change from time to time [73].
As data-driven CardEst methods are not sensitive to workload
drifts [29, 87], we only compare our PRICEwith ALECE and MSCN.
For the training workload on a dataset, we obtain two partial work-
loads containing only nomore than 5 joins and 7 filtering predicates,
respectively. PRICE is pretrained on each partial workload derived
from the 26 datasets (mentioned in Section 5) and tested on STATS.
ALECE and MSCN are directly trained on each partial workload of
STATS. For testing, we only employ queries from the test workload
containing more than 5 joins or 7 filtering predicates to examine
their performance on different queries. Figure 7 reports their per-
formance on training (or pretraining for PRICE) with partial and
full workloads. We have the following observations:
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Figure 3: Estimation errors of cardinality estimation
models across workload drifts.

From Figure 1, we can see that existing CardEst methods (except
the basic PG) exhibit diminished performance when faced with
data updates, where DeepDB, NeuroCard, and MSCN show notable
performance declines. This also resembles their behaviors in Sec-
tion 1.2 on unseen datasets. Their models are specifically trained to
fit each dataset, which may fall down on updated data with different
distributions.

However, our PRICE, including both the original pretrained
model and finetuned version, maintains a promising and stable
performance across all datasets. These results align with our ob-
servations in Section 1.2 that the pretrained PRICE is trained to
capture the meta-knowledge for CardEst, so it easily adapts to ar-
bitrary datasets, including both unseen and updated data. For the
finetuned PRICE, although we finetune it on STATS 1x, it could also
adjust its parameters to capture some coarse-grained knowledge
on the data distributions of the STATS dataset. As a result, when it
is transferred to STATS 2x, 4x to 8x, the performance can still be
further improved.

Later, we present more details on the impact data volume to
the finetune PRICE. We finetune PRICE on STATS 1x (denoted as
Sub-Database) with a different number of queries and compare it
with the model finetuned on the Full-Database (STATS 8x). Figure 2
exhibits a surprising result: the performance of PRICE finetuned
on the small and full dataset exhibits comparable performance. No
matter how many training queries are applied, their performance
is very close and consistently better than basic PG and original
PRICE without finetuning. This further verifies the generalization
ability of PRICE, which just focuses on the data distribution but
not the data volume. This property is very appealing as executing
the query workload on a smaller dataset is much faster, so we could
consume much less time to collect statistics on a new dataset for
finetuning. In the above setting, in comparison to executing the
query workload on the full dataset for finetuning, we consume only
1.5% of time on STATS 1x.
Generalization Ability to Query Workload Drifts. In actual
DBMS, the query workloads may change from time to time [? ]. As
data-driven CardEst methods are not sensitive to workload drifts [?
? ], we only evaluate our PRICE with ALECE and MSCN in this
experiment. For the training workload on a dataset, we obtain two
partial workloads containing only no more than 5 joins and 7 fil-
tering predicates, respectively. PRICE is pretrained on each partial
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Figure 4: Evaluation of PRICE’s performance with var-
ied quantities of datasets and queries.
workload derived from the 26 datasets (mentioned in Section ??)
and tested on STATS. ALECE and MSCN are directly trained on
the partial workload of STATS. For testing, we only employ queries
from the test workload containing more than 5 joins or 7 filter-
ing predicates to examine their performance on different queries.
Figure 3 reports their performance on training (or pretraining for
PRICE) with partial and full workloads. We have the following
observations:

1) PRICE exhibits promising generalization ability to workload
drifts. Despite training on the partial workload, PRICE shows mini-
mal performance degradation (the blue numbers in Figure 3) com-
pared to training on the full workload. This validates the effective-
ness of the attention-based architecture in handling queries with
different numbers of joins and filtering predicates. Similarly, an-
other attention-based approach, ALECE, also maintains relatively
stable performance. Its Q-ERROR remains consistent, but is much
higher than PRICE, indicating the potential limitations in handling
complex query patterns. For MSCN, which uses simple deep neural
networks, the performance drops very significantly.

2) For complex queries with a relatively large number of joins or
filtering predicates, only our PRICE could obtain better performance
than the basic PG. On the contrary, both ALECE andMSCN perform
very poorly on such complex queries (consistently worse than PG),
no matter whether they are trained on full or partial workloads.
This is due to the different learning mechanisms between PRICE
and existing methods. PRICE aims to learn the general approach to
combine and correct the simple distributions on each single table
(encoded as features) to the joint PDF, making it easily appliable to
any number of joins and filtering predicates. Whereas, the models
in ALECE and MSCN learn the specific parameters to map queries
to their cardinality. As the training workload may not contain
a sufficient number of complex queries (executing them is time-
consuming), the models may not be well trained to capture such
mapping relations.

1.5 Impacts of Training Data to Pretrain PRICE
Collecting broader and richer training data from different databases
is crucial for developing a robust pretrained model. In this set of

4

Figure 7: Estimation errors of cardinality estimation
models across workload drifts.

1) PRICE exhibits promising generalization ability to workload
drifts. Despite training on the partial workload, PRICE shows mini-
mal performance degradation (the blue numbers in Figure 7) com-
pared to training on the full workload. This validates the effective-
ness of the attention-based architecture in handling queries with
different numbers of joins and filtering predicates. Similarly, an-
other attention-based approach, ALECE, also maintains relatively
stable performance. Its Q-ERROR remains consistent, but is much
higher than PRICE, indicating the potential limitations in handling
complex query patterns. For MSCN, which uses simple deep neural
networks, the performance drops very significantly.

2) For complex queries with a relatively large number of joins or
filtering predicates, only our PRICE outperforms the basic PG. On
the contrary, both ALECE and MSCN perform very poorly on such
complex queries (consistently worse than PG), no matter whether
they are trained on full or partial workloads. This is due to the
different learning mechanisms: PRICE aims to learn the general
approach to combine and correct the simple distributions on every
single table (encoded as features) to the joint PDF, making it easily
applicable to any number of joins and filtering predicates. Whereas,
the models in ALECE and MSCN learn the specific parameters to
map queries to their cardinality. As the training workload may not
contain a sufficient number of complex queries (executing them is
time-consuming), the models may not be well trained to capture
such mapping relations.

6.5 Impacts of Training Data to Pretrain PRICE
Collecting broader and richer training data from varied databases
is crucial for developing a robust pretrained model. In this set of
experiments, we explore how the quantity and diversity of datasets
and the volume of training workload impact our pretrained PRICE.
Number of Training Datasets. Figure 8 shows PRICE’s perfor-
mance on unseen datasets that are pretrained using different num-
bers of datasets. We find that:

1) There is a clear trend that the 50% and 90%-quantile Q-ERROR
of PRICE progressively improves when the number of datasets
increases and eventually stabilizes after around 15—20 datasets. The
trends of othermetrics are also similar, so we omit them due to space
limits. It indicates that PRICE can capture enough knowledge and
transferable parameters for CardEst using not too many datasets.
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Figure 8: Evaluation of PRICE’s performance with var-
ied quantities of datasets and queries.
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2) With a small number of datasets, the performance of PRICE
varies significantly in different datasets. Specifically, when trained
using only 5 datasets, PRICE performs well on ErgastF1 but poorly
on IMDB. However, when trained over 15 datasets, its performance
remains stable over all datasets (also witnessed in Section 6.2). This
is because a small number of datasets are not diversified enough, so
the knowledge learned by PRICEmay be biased and can not be gen-
eralized well. This underscores the importance of selecting datasets
from a variety of domains with diverse properties to achieve the
high generalization capability of PRICE.
Number of Training Queries. Beyond the dataset quantity, the
number of training queries collected from each dataset also directly
affects the performance of the pretrained PRICE. Therefore, we also
pretrain PRICE with different numbers of queries on each dataset
and evaluate its performance on four unseen test datasets.

From Figure 8, we observe that the overall performance of PRICE
steadily improves when more queries are applied for training. It
is natural as more training queries bring the PRICE’s model more
knowledge on how to filter the joint PDF for computing cardinality.
Additionally, the improvement of PRICE becomes marginal after
1.0×103 training queries, indicating the model has mastered enough
knowledge. At that time, the workload contains only 2.6 × 104
queries to pretrain PRICE. It is much cheaper than existing query-
driven and hybrid CardEst methods, which require collecting a
large volume of training queries on each dataset. We note that, on
the STATS dataset, ALECE is required to collect around the same
volume of queries to attain comparable performance of PRICE
pretrained with 2.6 × 104 queries. For MSCN, even if we train it on
5 × 104 queries (results reported in Table 2), its performance is still
much worse than PRICE pretrained with only 2.6 × 104 queries.

6.6 Ablation Study
We systematically assessed the impact on model performance of
each feature category outlined in Section 4 on four test datasets: the
value distribution of each attribute, the scaling factor distribution
of each join condition, the information of each filtering condition
and table-level and query-level auxiliary information. Figure 9 and
Figure 15 (in Appendix G.2 [5]) shows the results of training vari-
ous model variants, each incorporating specific key modifications.
Comparing with the original pretrained PRICE, we find that:

1) Removing any single category of features results in varying
degrees of performance degradation. This verifies the effectiveness
of our feature selection strategy in PRICE.

2) Excluding the value distribution of each attribute leads to a
significant decline in model accuracy. As discussed earlier, value
distributions serve as fundamental tokens in our approach, enabling
PRICE to effectively learn correlations between different tables
and attributes. Without this feature, PRICE can not capture useful
information w.r.t. the joint PDF for CardEst.

3) Excluding table-level and query-level information significantly
degrades performance. Information such as table size and cardi-
nality estimates from traditional methods, is crucial for PRICE to
approximate cardinality scales. While other features are normalized
to [0, 1] for comparability across different databases, the differences
in database sizes necessitate such guidelines. Without them, PRICE
struggles to accurately position its estimates.

To further investigate this, we conducted experiments by indi-
vidually removing table-level and query-level information. In each
case, the remaining feature, either table size or traditional cardinal-
ity estimates, provided sufficient guidance for the model to estimate
cardinality magnitudes. These results show that retaining at least
one category significantly improves performance, supporting our
hypothesis. Furthermore, the removal of either table-level or query-
level information results in performance degradation, demonstrat-
ing that each type of auxiliary information contributes to the model
from different perspectives, which enhances robustness.

7 CONCLUSION AND FUTUREWORK
In this paper, we introduce PRICE, a PRetrained multI-table CardEst
model that overcomes the limitations of existing methods by en-
abling quick deployment to new, unseen databases with minimal
preparation. After pretraining on diverse datasets, PRICE shows
strong generalization and outperforms existing approaches. After
finetuning with minimal database-specific data, it achieves near-
optimal performance while incurring lower time and space costs,
making it a practical solution for DBMS.

However, PRICE has some limitations: it is primarily designed
for OLAP scenarios, resulting in slower inference times compared
to traditional methods. It currently supports only basic SPJ queries
and lacks support for complex query types like non-equal joins
or nested queries. Additionally, its performance relies on the di-
versity of pretraining data, potentially limiting generalization to
rare or extreme cases. For future enhancements of PRICE, it is cru-
cial to extend its capabilities to handle more complex query types.
Meanwhile, we plan to extend the pretraining paradigm to other
DBMS tasks, including but not limited to cost estimation, index
recommendation, and view advisor.
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