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ABSTRACT

Hypergraphs, which use hyperedges to capture groupwise inter-
actions among different entities, have gained increasing attention
recently for their versatility in effectively modeling real-world net-
works. In this paper, we study the problem of computing hyper-
triangles (formed by three fully-connected hyperedges), which is a
basic structural unit in hypergraphs. Although existing approaches
can be adopted to compute hyper-triangles by exhaustively exam-
ining hyperedge combinations, they overlook the structural char-
acteristics distinguishing different hyper-triangle patterns. Conse-
quently, these approaches lack specificity in computing particular
hyper-triangle patterns and exhibit low efficiency. In this paper,
we unveil a new formation pathway for hyper-triangles, transi-
tioning from hyperedges to hyperwedges before assembling into
hyper-triangles, and classify hyper-triangle patterns based on hy-
perwedges. Leveraging this insight, we introduce a two-step frame-
work to reduce the redundant checking of hyperedge combinations.
Under this framework, we propose efficient algorithms for comput-
ing a specific pattern of hyper-triangles. Approximate algorithms
are also devised to support estimated counting scenarios. Further-
more, we introduce a fine-grained hypergraph clustering coefficient
measurement that can reflect diverse properties of hypergraphs
based on different hyper-triangle patterns. Extensive experimen-
tal evaluations conducted on 11 real-world datasets validate the
effectiveness and efficiency of our proposed techniques.
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Figure 1: Graph model comparison.

1 INTRODUCTION

Hypergraphs are naturally used to model group-based relation-
ships among entities in many real-world applications, such as
co-authorship networks [23, 45, 53], biological networks [15, 35],
and disease networks [37, 55]. In technical terms, a hypergraph
𝐺 = (𝑉 , 𝐸) is composed of a set of vertices𝑉 and a set of hyperedges
𝐸, where each hyperedge 𝑒 ∈ 𝐸 represents relationships among
multiple vertices. Compared with general graph models, hyper-
graphs can better preserve the integrity of data when describing
groupwise intersections. Figure 1 shows an example to describe
the co-authorship relationships using a general graph and a hy-
pergraph. We can intuitively see that the hypergraph depicted in
Figure 1(c) offers a clear advantage over general graphs by not
only displaying the number of papers but also by showcasing the
relationships between authors, with each paper serving as the unit
of this relational mapping.

As building blocks of networks/graphs, motifs (i.e., repeated
sub-graphs) are essential for graph analysis [9, 17, 34, 36, 39, 52].
Triangles (the smallest non-trivial clique), as a fundamental type of
motifs, are typically used to extract information in general graphs
[10, 14, 51, 56]. In hypergraphs, the concept of hyper-triangles
(i.e., three pairwise connected hyperedges) has been proposed and
proven useful in many applications [20, 41, 61]. For instance, in
Figure 1(c), three hyper-triangles can be identified: {𝑒1, 𝑒2, 𝑒3}, {𝑒3,
𝑒4, 𝑒5}, {𝑒4, 𝑒5, 𝑒6}. These hyper-triangles illustrate complex interac-
tion patterns and higher-order relationships within the network,
while traditional triangles merely represent simple pairwise con-
nections among three entities. By considering the relationships
among the hyperedges within a hyper-triangle, we can categorize
them into various patterns that exhibit distinct internal structures,

729

https://doi.org/10.14778/3712221.3712238
https://github.com/dypoli/computing-hyper-triangle
https://creativecommons.org/licenses/by-nc-nd/4.0/
mailto:info@vldb.org
https://doi.org/10.14778/3712221.3712238
https://www.acm.org/publications/policies/artifact-review-and-badging-current


Figure 2: All the patterns for hyper-triangles.

as depicted in Figure 2. In real graphs, the semantic meaning associ-
ated with each pattern often varies. For instance, in social networks,
different patterns signify distinct social behaviors or organizational
structures. In this paper, we focus on the problem of computing
hyper-triangles. Specifically, given a hypergraph 𝐺 = (𝑉 , 𝐸) and a
pattern of hyper-triangles (as shown in Figure 2), we aim to find all
the hyper-triangles belonging to such a pattern within𝐺 . Note that
by simply combining the algorithms for computing each pattern,
we can also identify all the hyper-triangles in𝐺 . The significance of
hyper-triangle computation has been underscored in the literature.
Below are some typical examples.
Network measurement. In hypergraphs, datasets from different do-
mains exhibit distinct local structures due to the properties of data.
By computing the frequency of hyper-triangle patterns across dif-
ferent datasets, some patterns within datasets of particular do-
mains can reveal their structural design principles [28]. For ex-
ample, through case studies, we find that in the co-authorship
domain, publications from the same research group are more likely
to form hyper-triangles of pattern 12 due to hierarchical relation-
ships among authors, while publications from different research
groups tend to form hyper-triangles of pattern 10. By analyzing the
frequency of these patterns, we can estimate the number of research
groups involved in a research field and their collaboration dynamics.
Besides, in the email correspondence domain, email accounts within
the same organization often exhibit administrative relationships,
where a central "organizer" or admin account frequently sends and
receives emails to and from all its member accounts. These interac-
tions are more likely to form hyper-triangles of pattern 5, which
signify centralized communication. However, when considering
external or third-party accounts, due to the randomness of email
sending, it is hard to form pattern 5 with these member accounts.
By detecting pattern 5 hyper-triangles, we can estimate the number
of members within a community. Such an approach can also offer
insights for malicious email filtering and anomaly detection.
Hypergraph clustering coefficient. Triangle counting is a critical
step in computing the clustering coefficient of a graph [19, 48].
Through the clustering coefficient, we can measure the localized

closeness and redundancy of a graph. In hypergraphs, the clus-
tering coefficient [3, 13] is defined as 3×| |/| |, which requires
computing the number of hyper-triangles. Here denotes the set
of hyper-triangles and is the set of open hyper-triangles (i.e., a
hyper-triangle in which two hyperedges are disconnected). Note
that in hypergraphs, hyper-triangles encompass a variety of pat-
terns as listed in Figure 1(b), which represents different interactions
in real scenarios [28]. For example, in biological networks [18, 22],
a specific pattern reflects a particular reaction chain. Based on this
motivation, we further propose a fine-grained clustering coeffi-
cient metric (in Section 5) to offer users flexibility in adjusting the
proportion of various hyper-triangle patterns and reflect different
community structures of hypergraphs.
Motivations and Challenges. Existing studies [28, 29] search
and categorize all motifs formed by three hyperedges by iteratively
enumerating each hyperedge. As a result, when the search target is
hyper-triangles of a specific pattern, this traverse-based algorithm
still needs to enumerate all hyper-triangles. This process leads to
numerous redundant checks of hyperedge combinations, resulting
in inefficiencies. In this work, we aim to propose efficient algorithms
that can perform targeted computing for specific hyper-triangle
patterns, which faces the following challenges.

(1) Since each hyperedge can be included in hyper-triangles of var-
ious patterns, it is challenging to identify the hyper-triangles
of a specific pattern without enumerating hyper-triangles of
other patterns.

(2) Existing studies determine the pattern of hyper-triangle by enu-
merating all the vertices inside, which is very time-consuming.
Therefore, it is also a challenge to efficiently identify the pattern
of the hyper-triangle.

Our approaches. In this paper, we observe that a hyper-triangle
can be viewed as a motif composed of three hyperwedges (un-
ordered pairs of connected hyperedges). Therefore, we introduce a
new pathway for forming the hyper-triangle, transitioning from
two connected hyperedges to a hyperwedge, and then assembling
three hyperwedges into a hyper-triangle. Based on the relation-
ships between hyperedges, hyperwedges can be categorized into
two types: intersection and inclusion. Building on this classifica-
tion, we further divide hyper-triangle patterns into four classes
depending on the types of three hyperwedges involved. Leverag-
ing this insight, we propose a two-step framework to minimize
the redundant computation. For a specific hyper-triangle pattern,
the first step is to search and classify all the hyperwedges. Then,
based on the types of hyperwedges involved, we search for hyper-
triangles within the corresponding hyperwedge set, hence avoiding
the enumeration of hyper-triangles of other patterns.

To address Challenge 2, by pre-saving the common vertices of
the two hyperedges contained in each hyperwedge, we can avoid
traversing all the vertices in hyper-triangles during the classifica-
tion stage. Furthermore, by leveraging the structural characteristics
of inclusion-type hyperwedges, the patterns involving inclusion-
type hyperwedges can be identified in 𝑂 (1) time. Besides, since
most patterns consist of three intersection-type hyperwedges, we
further categorize patterns within this class into two subclasses and
propose an advanced algorithm to accelerate the search speed for
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these specific subclasses. Additionally, for the problem of counting
hyper-triangles, we also provide an approximation algorithm.
Contributions. In general, our principal contributions are summa-
rized as follows.

• We study the problem of computing hyper-triangles with dif-
ferent patterns to capture the intricate structural characteristics
within hypergraphs.
• To avoid redundant checking during the searching process, we

propose an efficient two-step framework based on a new hyper-
triangle formation pathway.We also propose approximate count-
ing algorithms for efficiently estimating the number of hyper-
triangles in large hypergraphs.

• We propose a fine-grained clustering coefficient model that can
reflect diverse properties based on different hyper-triangle pat-
terns.

• We conduct extensive experiments on 11 real hypergraphs. The
results demonstrate that the proposed exact algorithms outper-
form the state-of-the-art algorithm, and the proposed approx-
imation algorithm can achieve more accurate results than the
existing algorithm.

Organization. The remainder of this paper is structured as follows.
Section 2 introduces the preliminary and the baseline algorithm.
Section 3 introduces our proposed exact algorithms as well as the
parallel version. All the approximation algorithms are presented in
Section 4. In Section 5, we propose a fine-grained model of hyper-
graph clustering coefficient. Extensive experiments are conducted
in Section 6. In Section 7, we introduce the related works of this
paper. Finally, Section 8 concludes this paper.

2 PROBLEM DEFINITION
Notations Description

𝐺 = (𝑉 , 𝐸) A hypergraph with vertices 𝑉 and hyperedges 𝐸

𝐸 = {𝑒1, ..., 𝑒 |𝐸 | } The set of hyperedges

𝐸𝑣 The set of all hyperedges containing the vertex 𝑣

<

/ / The set of hyperwedges/hyper-triangles/open hyper-triangles

𝑝 The set of hyper-triangles of pattern 𝑝

< 𝑡/

< 𝑐 The set of all hyperwedges of the intersection/inclusion type

<

𝑖 𝑗 A hyperwedge composed of 𝑒𝑖 and 𝑒 𝑗
Ω𝑖 𝑗 The set of common vertices between 𝑒𝑖 and 𝑒 𝑗
𝜔𝑖 𝑗 The number of common vertices between 𝑒𝑖 and 𝑒 𝑗
𝑁𝑒𝑖 The set of neighbors of hyperedge 𝑒𝑖
𝑇 ({𝑒𝑖 , 𝑒 𝑗 , 𝑒𝑘 }) A hyper-triangle composed of 𝑒𝑖 , 𝑒 𝑗 and 𝑒𝑘
𝐻 [𝑝] The count of the number of hyper-triangles of pattern 𝑝

Table 1: Notations

Definition 2.1 (Hypergraph). A hypergraph is a graph 𝐺 =

(𝑉 , 𝐸) where 𝑉 is a set of vertices and 𝐸 = {𝑒1, ..., 𝑒 |𝐸 | } is a set of
hyperedges. Each hyperedge 𝑒𝑖 ∈ 𝐸 is a non-empty set of vertices.

In this paper, we use |𝑒𝑖 | to denote the number of vertices in the
hyperedge 𝑒𝑖 . Additionally, for any two hyperedges, if they contain
the same vertices, we consider them to be connected. We use 𝑁𝑒𝑖 =

{𝑒 𝑗 ∈ 𝐸 : 𝑒𝑖 ∩ 𝑒 𝑗 ≠ ∅} to represent all the hyperedges connected
to 𝑒𝑖 . For vertex 𝑣 ∈ 𝑉 , we use 𝐸𝑣 to denote all the hyperedges

containing the vertex 𝑣 and we use 𝐸𝑟𝑣 to represent 𝑟 th hyperedge
in 𝐸𝑣 . Note that, we assume that two different hyperedges do not
contain the same set of vertices in this paper.

Definition 2.2 (Hyperwedge). Given a hypergraph 𝐺 = (𝑉 , 𝐸)

and two hyperedges 𝑒𝑖 , 𝑒 𝑗 ∈ 𝐸 with 𝑒𝑖 ∩ 𝑒 𝑗 ≠ ∅, a hyperwedge

<

𝑖 𝑗

is a path composed of 𝑒𝑖 and 𝑒 𝑗 in 𝐺 . We use Ω𝑖 𝑗 to denote the set
of common vertices between 𝑒𝑖 and 𝑒 𝑗 and use 𝜔𝑖 𝑗 to denote the
number of these vertices.

For example, in Figure 1(c), hyperedges 𝑒1 and 𝑒2 can form a
hyperwedge

<

12 since these two hyperedges share a common vertex
𝑎3. We denote the set of all hyperwedges as

<

. For the hyperedge
𝑒𝑖 , we use

<

𝑖_ to denote the set for all the hyperwedges containing
𝑒𝑖 . Besides, we define the order of each hyperwedge

<

𝑖 𝑗 in 𝐺 as
O(

<

𝑖 𝑗 ) to avoid duplication. For two hyperwedges

<

𝑖 𝑗 and

<

𝑘𝑙 ,
O(

<

𝑖 𝑗 ) > O(

<

𝑘𝑙 ) if 𝑖 > 𝑘 or 𝑖 = 𝑘 , 𝑗 > 𝑙 .

Definition 2.3 (Intersection/Inclusion hyperwedge). Given a
hypergraph 𝐺 = (𝑉 , 𝐸), for a hyperwedge

<

𝑖 𝑗 composed of 𝑒𝑖 and
𝑒 𝑗 in 𝐺 , if 𝑒𝑖 ⊂ 𝑒 𝑗 or 𝑒 𝑗 ⊂ 𝑒𝑖 , then the hyperwedge

<

𝑖 𝑗 is of the
inclusion type; otherwise, it is of the intersection type.

Similarly, we denote the set of all hyperwedges of the intersection
and inclusion types as

< 𝑡 and

< 𝑐 respectively.

Definition 2.4 (Hyper-triangle). Given a hypergraph𝐺 = (𝑉 , 𝐸)

and three hyperedges 𝑒𝑖 , 𝑒 𝑗 , 𝑒𝑘 ∈ 𝐸 with 𝑒𝑖 ∩𝑒 𝑗 ≠ ∅, 𝑒𝑖 ∩𝑒𝑘 ≠ ∅, and
𝑒 𝑗 ∩𝑒𝑘 ≠ ∅, a hyper-triangle𝑇 ({𝑒𝑖 , 𝑒 𝑗 , 𝑒𝑘 }) is a subgraph composed
of 𝑒𝑖 , 𝑒 𝑗 and 𝑒𝑘 in 𝐺 .

For a hyper-triangle 𝑇 ({𝑒𝑖 , 𝑒 𝑗 , 𝑒𝑘 }), it encompasses a total of
seven regions, which are (a) 𝑒𝑖 \ 𝑒 𝑗 \ 𝑒𝑘 (b) 𝑒 𝑗 \ 𝑒𝑘 \ 𝑒𝑖 (c) 𝑒𝑘 \ 𝑒𝑖 \ 𝑒 𝑗
(d) 𝑒𝑖 ∩ 𝑒 𝑗 \ 𝑒𝑘 (e) 𝑒 𝑗 ∩ 𝑒𝑘 \ 𝑒𝑖 (f) 𝑒𝑘 ∩ 𝑒𝑖 \ 𝑒 𝑗 (g) 𝑒𝑖 ∩ 𝑒 𝑗 ∩ 𝑒𝑘 as shown
in Figure 2. Based on the emptiness of each region, after excluding
symmetric types, we can divide hyper-triangles into 20 different
patterns. Based on the types of the three hyperwedges within each
hyper-triangle, we further classify these 20 patterns into four major
classes: CCC, TCC, TTC and TTT where T represents intersection,
and C represents inclusion. For example, pattern 1 belongs to the
CCC class because the three hyperwedges forming it are all of
the inclusion types. Similarly, patterns 2 to 5 belong to the TCC
class, patterns 6 to 8 belong to the TTC class, and patterns 9 to 20
belong to the TTT class. In real datasets, different hyper-triangle
patterns can reflect different structural characteristics. Therefore,
it is meaningful to search for hyper-triangles of specific patterns.
Problem statement. Given a hypergraph 𝐺 = (𝑉 , 𝐸) and a given
pattern 𝑝 (i.e., one of the patterns as shown in Figure 2), we aim to
compute the hyper-triangles of the given pattern 𝑝 in 𝐺 .

In this paper, we propose exact and approximate algorithms to
compute the hyper-triangles. Since the steps of count and enumer-
ate are the same in the exact algorithm, hence the compute means
enumerate/count in the exact algorithm. In the approximate algo-
rithm, we estimate the number of hyper-triangles. Note that any
hyper-triangle can be captured by one pattern in Figure 2, hence
we can easily obtain all the hyper-triangles by simply combining
algorithms for each pattern.

Existing solutions. [28] introduces an enumeration-based algo-
rithm to find motifs in hypergraphs consisting of three hyperedges,
which can also be used to find hyper-triangles.

The details of the algorithm are illustrated in Algorithm 1. The
algorithm is based on each hyperedge 𝑒𝑖 (Line 3) and checks all
its neighboring pairs {𝑒 𝑗 , 𝑒𝑘 } that connect to 𝑒𝑖 in a higher order
(Line 4), ensuring that each triple {𝑒𝑖 , 𝑒 𝑗 , 𝑒𝑘 } is enumerated only
once. Note that the algorithm determines whether two hyperedges
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are connected by pre-constructing a projection graph. If 𝑒 𝑗 , 𝑒𝑘 are
connected (i.e., 𝑒 𝑗 ∩ 𝑒𝑘 ≠ ∅), then it proceeds to identify the pattern
of the hyper-triangle 𝑇 ({𝑒𝑖 , 𝑒 𝑗 , 𝑒𝑘 }) (Lines 5-7).

Algorithm 1: Exact-bs

1 𝐺 (𝑉 , 𝐸 ) ← Input hypergraph

2 𝐻 ←Initialize a map to store the number of hyper-triangles

3 for each hyperedge 𝑒𝑖 ∈ 𝐸 do

4 for each unordered hyperedge pair {𝑒 𝑗 , 𝑒𝑘 } ∈
(︁𝑁𝑒𝑖

2

)︁
do

5 if 𝑒 𝑗 ∩ 𝑒𝑘 ≠ ∅ and 𝑖 <𝑚𝑖𝑛{ 𝑗, 𝑘 } then

6 𝑝 ←Pattern of hyper-triangle𝑇 ({𝑒𝑖 , 𝑒 𝑗 , 𝑒𝑘 })

7 𝐻 [𝑝 ]+ = 1

8 return 𝐻 ;

However, Algorithm 1 performs redundant checkingwhen search-
ing for hyper-triangles. Specifically, to ensure the correctness of the
results, the algorithm must navigate each hyperedge. This process
not only consumes considerable time in filtering instances where
the three hyperedges only form an open hyper-triangle but also
results in the algorithm lacking specificity in computing particular
hyper-triangle patterns. Furthermore, constructing the projection
graph and identifying the pattern of the hyper-triangle necessitates
the repeated enumeration of vertices within each hyperedge, re-
sulting in significant time consumption. For example, consider a
sparse hypergraph 𝐺 with 102 hyperedges and 99 vertices, which
contains only three hyper-triangles, as shown in Figure 3. If the
required pattern belongs to the CCC class, Algorithm 1 needs to go
through 104 hyperwedges and filter out 97 open-triangles formed
by these hyperwedges to find the hyper-triangle 𝑇 ({𝑒1, 𝑒2, 𝑒3}) of
CCC class.

3 EXACT ALGORITHMS

To address the issues in the existing algorithm, we introduce a new
pathway for constructing hyper-triangles. Rather than forming
hyper-triangles directly from hyperedges, this pathway involves
transitioning from pairwise connected hyperedges to hyperwedges,
and subsequently assembling three hyperwedges into a hyper-
triangle. For example, for the hypergraph in Figure 3, we first
identify and classify all the hyperwedges, resulting in 6 inclusion-
type hyperwedges and 100 intersection-type hyperwedges. In this
case, for hyper-triangles of the CCC class, we only need to tra-
verse these 6 inclusion-type hyperwedges to find the hyper-triangle
𝑇 ({𝑒1, 𝑒2, 𝑒3}), which improves the search efficiency compared to
Algorithm 1. Building upon this concept, we propose a two-step
framework to reduce the redundant checking of hyperedge com-
binations. Under this framework, we propose efficient exact algo-
rithms for computing hyper-triangle of specific patterns. Addition-
ally, we provide parallel versions of exact algorithms to handle large
datasets.

3.1 The Two-step Framework

The two-step framework contains the following steps. In the first
step, we identify and categorize all hyperwedges into two groups
w.r.t. their types (i.e., intersection and inclusion). In the second step,
we resort to different algorithms to search for hyper-triangles of
specific patterns based on these hyperwedges.

e1 e3

v3
v1

v2 v4 v5

v6

v7

e2 e7

e4 e5 e6 e8

v96

v97
v98

e100 e102

e101

v99

e9 e99

v8 v95

Figure 3: A sparse hypergraph

Algorithm 2 shows details of the two-step framework. Firstly,
for each vertex 𝑣 , we construct a list 𝐸𝑣 that saves all hyperedges
containing 𝑣 in ascending order based on the IDs of hyperedges
(Line 8). Then, we traverse each hyperedge 𝑒𝑖 (Line 9). By using the
lists 𝐸𝑣 corresponding to all vertices contained in 𝑒𝑖 , we search for
all hyperedges 𝑒 𝑗 that can form hyperwedges with 𝑒𝑖 and record
the set of common vertices between 𝑒𝑖 and 𝑒 𝑗 into Ψ (Lines 12-18).
Based on the number of vertices contained in Ψ, we can determine
the type of the hyperwedge

<

𝑖 𝑗 (Lines 19-22). After enumerating all
the hyperedges, all hyperwedges are categorized into two lists based
on their types. Finally, based on the given pattern 𝑝 , we employ
the corresponding algorithm to find the hyper-triangles. Note that
to avoid redundant computations for the same hyperedge in later
steps, we store the hyperwedges as follows: for intersection-type
hyperwedges

< 𝑡
𝑖 𝑗 , we default to arranging hyperedges with smaller

IDs first (𝑖 < 𝑗 ). For inclusion-type hyperwedges

< 𝑐
𝑖 𝑗 , we default to

place the hyperedge with a larger size first (|𝑒𝑖 | > |𝑒 𝑗 |).

Algorithm 2: The Two-step Framework

1 𝐺 (𝑉 , 𝐸 ) ←Hypergraph, 𝑝 ←pattern of the hyper-triangles

2 𝐻 ←Initialize a map to store the number of hyper-triangles

3

< 𝑡 ,

< 𝑐 ←Preprocess(𝐺 ) // step 1

4 Run the corresponding algorithms for 𝑝 on the respective
hyperwedge lists // step 2

5 return 𝐻

6 Function Preprocess(𝐺):
7

< 𝑐 ← ∅,

< 𝑡 ← ∅

8 ∀𝑣 ∈ 𝑉 build a list 𝐸𝑣 that saves all hyperedges containing 𝑣

9 for each hyperedge 𝑒𝑖 ∈ E do
10 while exist hyperedges that can form hyperwedge with 𝑒𝑖 do
11 𝑒 𝑗 ← ∅, 𝑛 ← 0, Ψ← ∅

12 for each vertex v ∈ 𝑒𝑖 and |𝐸𝑣 | > 1 do
13 Remove 𝑒𝑖 from 𝐸𝑣
14 if 𝑒 𝑗 = ∅ or 𝑒 𝑗 > 𝐸1

𝑣 then
15 𝑒 𝑗 ← 𝐸1

𝑣 , 𝑛 ← 1, Ψ← {𝑣}

16 else if 𝑒 𝑗 = 𝐸1
𝑣 then

17 𝑛 ← 𝑛 + 1, Ψ← Ψ ∪ 𝑣

18 Ω𝑖 𝑗 ← Ψ // set of common vertices between 𝑒𝑖 and 𝑒 𝑗
19 if 𝑛 <𝑚𝑖𝑛{ |𝑒𝑖 |, |𝑒 𝑗 | } then
20

< 𝑡 ←

< 𝑡 ∪

<

𝑖 𝑗

21 else if 𝑛 =𝑚𝑖𝑛{ |𝑒𝑖 |, |𝑒 𝑗 | } then
22

< 𝑐 ←

< 𝑐 ∪

<

𝑖 𝑗

23 return

< 𝑐 ,

< 𝑡

3.2 Algorithms for TTT class

In this subsection, we present the exact algorithms for searching
patterns of the TTT class (patterns 9-20). Given that a significant
portion of hyper-triangles falls within this class, the efficient com-
putation and classification of these patterns are important. We first
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propose a basic algorithm for this class. Then, we categorize the TTT
class into two subclasses and propose more efficient algorithms.

The basic algorithm. The details of the basic algorithm are illus-
trated in Algorithm 3. Initially, we enumerate each intersection-type
hyperwedge

< 𝑡
𝑖 𝑗 ∈

< 𝑡 , then search for another hyperwedge

< 𝑡
𝑖𝑘
∈

< 𝑡

with O(

< 𝑡
𝑖 𝑗 ) < O(

< 𝑡
𝑖𝑘
) (Line 3). If they can form a hyper-triangle,

we further classify the hyper-triangles (Lines 5-7). Note that in
order to determine the pattern of the hyper-triangle 𝑇 ({𝑒𝑖 , 𝑒 𝑗 , 𝑒𝑘 }),
we need to find the common vertices between Ω𝑖 𝑗 and Ω𝑖𝑘 .

Algorithm 3: Count-TTT

1 𝐺 (𝑉 , 𝐸 ) ←Hypergraph,

< 𝑡 ,

< 𝑐 ←Preprocess(𝐺 )

2 𝐻 ←Initialize a map to store the number of hyper-triangles

3 for each hyperwedge

< 𝑡
𝑖 𝑗 ∈

< 𝑡 do

4 for each hyperwedge

< 𝑡
𝑖𝑘
∈

< 𝑡 and O(

< 𝑡
𝑖 𝑗 ) < O(

< 𝑡
𝑖𝑘
) do

5 if 𝑒 𝑗 ∩ 𝑒𝑘 ≠ ∅ and 𝜔 𝑗𝑘 <𝑚𝑖𝑛{ |𝑒 𝑗 |, |𝑒𝑘 | } then

6 𝑝 ←Pattern of the hyper-triangle𝑇 ({𝑒𝑖 , 𝑒 𝑗 , 𝑒𝑘 })

7 𝐻 [𝑝 ]+ = 1

8 return 𝐻

While Algorithm 3 can search hyper-triangles of the TTT class,
it still faces the following issues. (1) Since the majority of hyper-
triangles belong to the TTT class, which includes 12 patterns,
the runtime of the algorithm is still relatively long if we wish
to find hyper-triangles of a specific pattern in this class. (2) The
algorithm spends a significant amount of time filtering out the
hyperedges that can only form an open hyper-triangle. To fur-
ther enhance the efficiency of the algorithm, it is important to
avoid traversing the open hyper-triangles. (3) The above process
computes hyper-triangles by iteratively enumerating each hyper-
wedge. As the dataset grows, this method becomes increasingly
time-consuming. Therefore, avoiding iteratively checking each hy-
perwedge would further enhance the efficiency of the algorithm.

To tackle the issue (1), the patterns within the TTT class are
further divided into two subclasses. If there exists a set of vertices
contained by all three hyperedges in a hyper-triangle pattern, then
such a pattern is categorized into the DenseTTT subclass (patterns
9-16). Otherwise, they are classified into the SparseTTT subclass
(patterns 17-20).

The algorithm for DenseTTT subclass. To address the issue (2),
we observe that the three hyperedges contained in an open hyper-
triangle do not share any common vertices, which is opposite to
the structure of the hyper-triangles of the DenseTTT subclass. This
implies that for an intersection-type hyperwedge

< 𝑡
𝑖 𝑗 , if we can find

other intersection-type hyperwedges

< 𝑡
𝑖𝑘

such that Ω𝑖 𝑗 ∩ Ω𝑖𝑘 ≠

∅, then they can definitely form hyper-triangles, hence we can
avoid traversing open hyper-triangles. To achieve this method, for
a hypergraph 𝐺 = (𝐸,𝑉 ), we initially construct a list 𝜏𝑣 for each
vertex 𝑣 ∈ 𝑉 which maps 𝑣 to all the intersection-type hyperwedges

< 𝑡
𝑖 𝑗 where 𝑣 ∈ Ω𝑖 𝑗 . Then, for each intersection-type hyperwedge

< 𝑡
𝑖 𝑗 ∈

< 𝑡 , based on the list 𝜏𝑣 of each vertex 𝑣 ∈ Ω𝑖 𝑗 , we search for

other intersection-type hyperwedges

< 𝑡
𝑖𝑘

where O(

< 𝑡
𝑖 𝑗 ) < O(

< 𝑡
𝑖𝑘
)

(we denote the set of these hyperwedges for

< 𝑡
𝑖 𝑗 as 𝑆𝑖 𝑗 ). Since the

hyperwedges in 𝑆𝑖 𝑗 contain the same hyperedge 𝑒𝑖 with
< 𝑡

𝑖 𝑗 , all of

them can form a hyper-triangle with

< 𝑡
𝑖 𝑗 .

Lemma 3.1. For two hyperwedges

< 𝑡
𝑖 𝑗 ,

< 𝑡
𝑖𝑘
∈

< 𝑡 where O(

< 𝑡
𝑖 𝑗 ) <

O(

< 𝑡
𝑖𝑘
). if the set of common vertices between 𝑒𝑖 and 𝑒 𝑗 equals to

the set of common vertices between 𝑒𝑖 and 𝑒𝑘 (i.e., Ω𝑖 𝑗 = Ω𝑖𝑘 ), then

𝑆𝑖 𝑗 ⊃ 𝑆𝑖𝑘 .

Proof: For each hyperwedge
< 𝑡

𝑖𝑙
∈ 𝑆𝑖𝑘 , we haveO(

< 𝑡
𝑖 𝑗 ) < O(

< 𝑡
𝑖𝑘
) <

O(

< 𝑡
𝑖𝑙
). Since

< 𝑡
𝑖𝑙
is found through the vertices 𝑣 ∈ Ω𝑖𝑘 , and Ω𝑖 𝑗 =

Ω𝑖𝑘 , hence

< 𝑡
𝑖𝑙
will also be found when searching for hyperwedges

through the vertex 𝑣 ∈ Ω𝑖 𝑗 . Therefore, 𝑆𝑖 𝑗 ⊃ 𝑆𝑖𝑘 .

Algorithm 4: Count-DenseTTT

1 𝐺 (𝑉 , 𝐸 ) ←Hypergraph,

< 𝑡 ,

< 𝑐 ←Preprocess(𝐺 )

2 𝐻 ←Initialize a map to store the number of hyper-triangles

3 ∀𝑣 ∈ 𝑉 Initialize a list 𝜏𝑣
4 for each hyperwedge

< 𝑡
𝑖 𝑗 ∈

< 𝑡 do

5 for each vertex 𝑣 ∈ Ω𝑖 𝑗 do
6 𝜏𝑣 ← 𝜏𝑣 ∪

< 𝑡
𝑖 𝑗

7 for each hyperwedge

< 𝑡
𝑖 𝑗 ∈

< 𝑡 and

< 𝑡
𝑖 𝑗 has not been visited do

8 Φ← ∅, Φ← Φ ∪

< 𝑡
𝑖 𝑗

9 while exist hyperwedges that form hyper-triangles with

< 𝑡
𝑖 𝑗 do

10 𝑤1 ← ∅, 𝛼 ← 0

11 for each vertex 𝑣 ∈ Ω𝑖 𝑗 and |𝜏𝑣 | > 1 do
12 remove

< 𝑡
𝑖 𝑗 from 𝜏𝑣

13

< 𝑡
𝑘𝑙
←a hyperwedge in 𝜏𝑣 with smallest order and

contain same hyperedge with

< 𝑡
𝑖 𝑗 (i.e., 𝑘 = 𝑖)

14 if 𝑤1 = ∅ or O(𝑤1 ) > O(

< 𝑡
𝑘𝑙
) then

15 𝑤1 ←

< 𝑡
𝑘𝑙
, 𝛼 ← 1

16 else if O(𝑤1 ) = O(

< 𝑡
𝑘𝑙
) then

17 𝛼+ = 1

18 for each hyperwedge 𝑤2 ∈ Φ do
19 𝑝 ←pattern of hyper-triangle formed by 𝑤1 and 𝑤2

20 𝐻 [𝑝 ]+ = 1

21 if 𝛼 = 𝜔𝑖 𝑗 then
22 Φ← Φ ∪ 𝑤1 and mark 𝑤1 as visited

23 return 𝐻

We can address the issue (3) based on Lemma 3.1. Specifically,
during the aforementioned traversal process, we incorporate the
following step: for the current hyperwedge

< 𝑡
𝑖 𝑗 , whenever another

hyperwedge

< 𝑡
𝑖𝑘

is found so that Ω𝑖 𝑗 = Ω𝑖𝑘 , we save

< 𝑡
𝑖𝑘
. After that,

every hyperwedge found that can form a hyper-triangle with

< 𝑡
𝑖 𝑗

will also be able to form a hyper-triangle with

< 𝑡
𝑖𝑘
.

Based on the above optimization, we obtain Algorithm 4. Firstly,
we build the list 𝜏𝑣 for each vertex 𝑣 (Lines 4-6). Then, we iteratively
enumerate each hyperwedge. For the current hyperwedge

< 𝑡
𝑖 𝑗 , if it

has been visited, we skip it (Line 7). Otherwise, based on the lists
𝜏𝑣 for each vertex 𝑣 ∈ Ω𝑖 𝑗 , we search for another hyperwedges
𝑤1 (Lines 11-17). If𝑤1 can form a hyper-triangle with

< 𝑡
𝑖 𝑗 , then it

can also form hyper-triangles with the hyperwedges stored in Φ

(lines 18-20). Finally, if the set of common vertices between the two
hyperedges in hyperwedge𝑤1 equal to the set Ω𝑖 𝑗 , then we add𝑤1

to Φ and mark it as visited (Lines 21-22).
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The algorithm for SparseTTT subclass. The SparseTTT sub-
class includes four patterns (patterns 17-20). In this subclass, the
three hyperedges within each pattern do not share any common
vertices, which means we cannot use vertices to identify hyper-
wedges. Therefore, the only way to search for hyper-triangles of
this subclass is through a similar approach in Count-TTT. By check-
ing whether three hyperedges contain the same vertices, we can
rapidly filter out hyper-triangles of theDense-TTT subclass, thereby
speeding up the search process. However, the time savings from
this approach are minimal, making the search for hyper-triangles
of the SparseTTT subclass the most time-consuming task.

3.3 Algorithms for other classes

In this subsection, we introduce algorithms for the remaining three
classes: CCC (pattern 1), TCC (patterns 2-5), and TTC (patterns 6-8).
Unlike the TTT class, these three classes each contain at least one
inclusion-type hyperwedge. Therefore, by leveraging the structural
characteristics of inclusion-type hyperwedge, we can determine the
pattern of the hyper-triangle in 𝑂 (1) time. This approach avoids
the process of determining the pattern of the hyper-triangle by
finding common vertices among the three hyperedges in it.

The algorithm for CCC class. We begin with the CCC class (pat-
tern 1), which consists of one pattern formed by three inclusion-type
hyperwedges. The details are presented in lines 4-8 of Algorithm 5.
Firstly, we traverse the hyperwedges in

< 𝑐 . For the current hyper-
wedge

< 𝑐
𝑖 𝑗 , we search for another hyperwedge

< 𝑐
𝑖𝑘
. If 𝑒 𝑗 ⊃ 𝑒𝑘 , then

there is a hyper-triangle 𝑇 ({𝑒𝑖 , 𝑒 𝑗 , 𝑒𝑘 }) of pattern 1 (denoted as 𝑝1
in Algorithm 5).

The algorithm for TCC class. The TCC class includes four pat-
terns (patterns 2-5). By analyzing the structure of the patterns
within the TCC class, we can efficiently find and classify the hyper-
triangles that belong to this class. Specifically, patterns 2 and 3
are constructed from two intersecting hyperedges, accompanied
by a third hyperedge that is inclusively contained by the first two.
Therefore, to find hyper-triangles of patterns 2 and 3, we first enu-
merate all intersection-type hyperwedges

< 𝑡
𝑖 𝑗 (Line 10). Then, for

each hyperwedge

< 𝑡
𝑖 𝑗 , we search for hyperedges 𝑒𝑘 that are con-

tained by both 𝑒𝑖 and 𝑒 𝑗 (Lines 11-12). For the found hyper-triangle
𝑇 ({𝑒𝑖 , 𝑒 𝑗 , 𝑒𝑘 }), if the number of common vertices between 𝑒𝑖 and 𝑒 𝑗
is greater than the number of vertices in 𝑒𝑘 (i.e., 𝜔𝑖 𝑗 > |𝑒𝑘 |), then it
belongs to pattern 3 (Lines 13-14). Otherwise, it belongs to pattern
2 (Lines 15-16). For patterns 4 and 5, the structure consists of two
intersecting hyperedges, complemented by an additional hyperedge
that includes both intersecting ones within it. Similarly, we enumer-
ate all intersection-type hyperwedges

< 𝑡
𝑖 𝑗 (Line 10). Then, for each

hyperwedge

< 𝑡
𝑖 𝑗 , we search for hyperedges 𝑒𝑘 that contain both 𝑒𝑖

and 𝑒 𝑗 (Lines 17-18). For the found hyper-triangle 𝑇 ({𝑒𝑖 , 𝑒 𝑗 , 𝑒𝑘 }), if
𝜔𝑖 𝑗 + 𝜔𝑖𝑘 − 𝜔 𝑗𝑘 = |𝑒𝑖 |, then it belongs to pattern 4 (Lines 19-20).
Otherwise, it belongs to pattern 5 (Lines 21-22).

The algorithm for TTC class. The TTC class includes three pat-
terns (patterns 6-8), and the search process is similar to the TCC
class. As illustrated in lines 23-33 of Algorithm 5. First, we enu-
merate each inclusion-type hyperwedge

< 𝑐
𝑖 𝑗 ∈

< 𝑐 and search for

hyperedges 𝑒𝑘 that intersect with both 𝑒𝑖 and 𝑒 𝑗 (Lines 24-26). For

Algorithm 5: Count-TTC/TCC/CCC

1 𝐺 (𝑉 , 𝐸 ) ←Hypergraph,

< 𝑡 ,

< 𝑐 ←Preprocess(𝐺 )
2 𝑝 ←pattern of the hyper-triangles
3 𝐻 ←Initialize a map to store the number of hyper-triangles
4 if 𝑝 ∈ CCC class then
5 for each hyperwedge

< 𝑐
𝑖 𝑗 ∈

< 𝑐 do

6 for each hyperwedge

< 𝑐
𝑖𝑘
∈

< 𝑐 do
7 if 𝑒 𝑗 ⊃ 𝑒𝑘 then
8 𝐻 [𝑝1 ]+ = 1

9 if 𝑝 ∈ TCC class then
10 for each hyperwedge

< 𝑡
𝑖 𝑗 ∈

< 𝑡 do

11 for each hyperwedge

< 𝑐
𝑖𝑘
∈

< 𝑐 do
12 if 𝑒 𝑗 ⊃ 𝑒𝑘 then
13 if 𝜔𝑖 𝑗 > |𝑒𝑘 | then
14 𝐻 [𝑝3 ]+ = 1

15 else
16 𝐻 [𝑝2 ]+ = 1

17 for each hyperwedge

< 𝑐
𝑘𝑖
∈

< 𝑐 do
18 if 𝑒𝑘 ⊃ 𝑒 𝑗 then
19 if 𝜔𝑘𝑖 +𝜔𝑘 𝑗 − 𝜔𝑖 𝑗 = |𝑒𝑘 | then
20 𝐻 [𝑝4 ]+ = 1

21 else
22 𝐻 [𝑝5 ]+ = 1

23 if 𝑝 ∈ TTC class then
24 for each hyperwedge

< 𝑐
𝑖 𝑗 ∈

< 𝑐 do

25 for each hyperwedge

< 𝑡
𝑖𝑘
,

< 𝑡
𝑘𝑖
∈

< 𝑡 do
26 if 𝑒 𝑗 ∩ 𝑒𝑘 ≠ ∅ and 𝜔 𝑗𝑘 <𝑚𝑖𝑛{ |𝑒 𝑗 |, |𝑒𝑘 | } then
27 if 𝜔𝑖𝑘 = 𝜔 𝑗𝑘 then
28 𝐻 [𝑝6 ]+ = 1

29 else
30 if 𝜔𝑖 𝑗 +𝜔𝑖𝑘 − 𝜔 𝑗𝑘 = |𝑒𝑖 | then
31 𝐻 [𝑝7 ]+ = 1

32 else
33 𝐻 [𝑝8 ]+ = 1

34 return 𝐻

the found hyper-triangle 𝑇 (𝑒𝑖 , 𝑒 𝑗 , 𝑒𝑘 ), if the number of common
vertices between 𝑒𝑖 and 𝑒𝑘 equals the number of common vertices
between 𝑒 𝑗 and 𝑒𝑘 (i.e., 𝜔𝑖𝑘 = 𝜔 𝑗𝑘 ), then this hyper-triangle be-
longs to pattern 6 (Lines 27-28). If not, we compute the value of
𝜔𝑖 𝑗 + 𝜔𝑖𝑘 − 𝜔 𝑗𝑘 . If it equals the number of vertices in 𝑒𝑖 , then
the hyper-triangle belongs to pattern 7 (Lines 30-31); otherwise, it
belongs to pattern 8 (Lines 32-33).

3.4 Complexity Analysis

Algorithms Preprocessing (𝑇1) Searching and Classifying (𝑇2)

Exact-bs 𝑂 (
∑︁
𝑒𝑖 ∈𝐸 ( |𝑒𝑖 | · |𝑁𝑒𝑖 |)) 𝑂 (

∑︁
𝑒𝑖 ∈𝐸 ( |𝑁𝑒𝑖 |

2 · |𝑒𝑖 |))

Count-TTC 𝑂 (
∑︁

<

𝑖 𝑗 ∈

< ( |𝑒𝑖 | + |𝑒 𝑗 |)) 𝑂 (
∑︁

< 𝑐
𝑖 𝑗 ∈

< 𝑐 ( |

< 𝑡
𝑖_ | + |

< 𝑡
_𝑖 |))

Count-TCC 𝑂 (
∑︁

<

𝑖 𝑗 ∈

< ( |𝑒𝑖 | + |𝑒 𝑗 |)) 𝑂 (
∑︁

< 𝑡
𝑖 𝑗 ∈

< 𝑡 ( |

< 𝑐
𝑖_ | + |

< 𝑐
_𝑖 |))

Count-CCC 𝑂 (
∑︁

<

𝑖 𝑗 ∈

< ( |𝑒𝑖 | + |𝑒 𝑗 |)) 𝑂 (
∑︁

< 𝑐
𝑖 𝑗 ∈

< 𝑐 ( |

< 𝑐
𝑖_ |))

Count-TTT 𝑂 (
∑︁

<

𝑖 𝑗 ∈

< ( |𝑒𝑖 | + |𝑒 𝑗 |)) 𝑂 (
∑︁

< 𝑡
𝑖 𝑗 ∈

< 𝑡 ( |

< 𝑡
𝑖_ | · 𝜔𝑖 𝑗 ))

Count-DenseTTT 𝑂 (
∑︁

<

𝑖 𝑗 ∈

< ( |𝑒𝑖 | + |𝑒 𝑗 |)) 𝑂 (
∑︁

< 𝑡
𝑖 𝑗 ∈

< 𝑡 ( |𝑆𝑖 𝑗 | · 𝜔𝑖 𝑗 ))

Count-SparseTTT 𝑂 (
∑︁

<

𝑖 𝑗 ∈

< ( |𝑒𝑖 | + |𝑒 𝑗 |)) 𝑂 (
∑︁

< 𝑡
𝑖 𝑗 ∈

< 𝑡 ( |

< 𝑡
𝑖_ | · 𝜔𝑖 𝑗 ))

* The total time complexity =𝑇1+𝑇2

Table 2: Time complexity
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Table 2 shows the time complexity of all exact algorithms in the
two stages. First, in the preprocessing stage, Exact-bs examines each
hyperedge 𝑒𝑖 and enumerates the vertices within 𝑒𝑖 to identify all
its neighbors 𝑁𝑒𝑖 . As a result, the time complexity of this process
is 𝑂 (

∑︁
𝑒𝑖 ∈𝐸 ( |𝑒𝑖 | · |𝑁𝑒𝑖 |)). However, the proposed algorithms not

only identify all hyperwedges

<

𝑖 𝑗 but also determine the common
vertices between the two hyperedges in

<

𝑖 𝑗 . Therefore, the time
complexity of the proposed approach is 𝑂 (

∑︁

<

𝑖 𝑗 ∈

< ( |𝑒𝑖 | + |𝑒 𝑗 |)).

After preprocessing, Exact-bs examines every pair of neighbors
for each hyperedge 𝑒𝑖 . As a result, it traverses 𝑂 (

∑︁
𝑒𝑖 ∈𝐸 |𝑁𝑒𝑖 |

2)

triples. For each hyper-triangle, Exact-bs requires 𝑂 ( |𝑒𝑖 |) time to
determine its pattern. Therefore, the time complexity at this stage is
𝑂 (

∑︁
𝑒𝑖 ∈𝐸 ( |𝑁𝑒𝑖 |

2 · |𝑒𝑖 |)). For the proposed algorithms, they perform
the search based on hyperwedges. For example, Count-TTC first
traverses each inclusion-type hyperwedge

< 𝑐
𝑖 𝑗 , and for each

< 𝑐
𝑖 𝑗 , it

searches for all other intersection-type hyperwedges that contain
the hyperedge 𝑒𝑖 . Therefore, it traverses 𝑂 (

∑︁

< 𝑐
𝑖 𝑗 ∈

< 𝑐 ( |

< 𝑡
𝑖_ | + |

< 𝑡
_𝑖 |))

hyperwedge pairs (note that

< 𝑡
𝑖_ is the set of all hyperwedges

<

𝑖𝑘

where 𝑖 < 𝑘). For each hyper-triangle, Count-TTC only requires
𝑂 (1) time to determine its pattern. hence the time complexity is
𝑂 (

∑︁

< 𝑐
𝑖 𝑗 ∈

< 𝑐 ( |

< 𝑡
𝑖_ | + |

< 𝑡
_𝑖 |)). For both Count-TCC and Count-CCC,

they can also determine the hyper-triangle pattern in 𝑂 (1) time,
therefore their time complexity is similar to that of Count-TTC.
For Count-TTT, Count-DenseTTT, and Count-SparseTTT, for each
hyperwedge pair {

<

𝑖 𝑗 ,

<

𝑖𝑘 }, they need to enumerate the vertices in
Ω𝑖 𝑗 to determine the pattern of the hyper-triangle, hence their time
complexities are 𝑂 (

∑︁

< 𝑡
𝑖 𝑗 ∈

< 𝑡 ( |

< 𝑡
𝑖_ | · 𝜔𝑖 𝑗 )), 𝑂 (

∑︁
< 𝑡

𝑖 𝑗 ∈

< 𝑡 ( |𝑆𝑖 𝑗 | · 𝜔𝑖 𝑗 )),

𝑂 (
∑︁

< 𝑡
𝑖 𝑗 ∈

< 𝑡 ( |

< 𝑡
𝑖_ | · 𝜔𝑖 𝑗 )) respectively.

For the space complexity of Exact-bs, it requires𝑂 (
∑︁
𝑒𝑖 ∈𝐸 ( |𝑒𝑖 |) +

|

<

|) space to store all the hyperedges and the projection graph. As
for the proposed algorithms, in addition to storing all the hyper-
edges, they also need to store the hyperwedges and the common
vertices between the two hyperedges in each hyperwedge. There-
fore, the space complexity is 𝑂 (

∑︁
𝑒𝑖 ∈𝐸 ( |𝑒𝑖 |) +

∑︁

<

𝑖 𝑗 ∈

< (𝜔𝑖 𝑗 )).

3.5 Parallelization

Note that our algorithms are also easily to be parallelized. Existing
studies [28] convert the exact algorithm into a parallel form by par-
allelizing hypergraph projection. This allows multiple threads to
independently process different hyperedges concurrently (denoted
as Par-bs). In our algorithm, we initially use multiple threads to con-
currently process different hyperedges and extract all hyperwedges
along with their types and the common vertices between the two
hyperedges involved. Once all threads stop, we aggregate the infor-
mation for hyperwedges obtained from each thread together. Then,
for each exact algorithm, we use multiple threads to process the
respective hyperwedges in parallel (denoted as Par-adv).

4 APPROXIMATE COUNTING

In this section, we propose approximate algorithms that can effi-
ciently estimate the number of hyper-triangles of various patterns
in hypergraphs. Currently, commonly used estimation methods
resort to random sampling approaches for motifs [24, 33, 42, 43,
47, 60], and there are three types of sampled elements including
vertex sampling, edge sampling, and wedge sampling. Similarly, in

hypergraphs, we can employ vertex sampling, hyperedge sampling,
and hyperwedge sampling for approximation. In general, the work-
flow of hypergraph sampling algorithm is as follows: (1) Extract
a subgraph from the entire graph. (2) Sample some hyperedges,
hyperwedges, and vertices from the subgraph, and for each hyper-
edge or hyperwedge, count the number of hyper-triangles where
its ID/order is the smallest; for each vertex, identify all hyperedges
containing it, and count the number of hyper-triangles where the
IDs of those hyperedges are the smallest. (3) Based on the number of
sample elements and the size of the subgraph, compute the number
of hyper-triangles in the original graph. However, although these
three sampling methods can be used to estimate the number of
hyper-triangles, their results still exhibit differences. In fact, since
each hyperedge contains a different number of vertices, the results
obtained from vertex sampling are biased. The results from hyper-
edge and hyperwedge sampling, while unbiased, also have different
variances. Hence, we present the corresponding proof and propose
an approximation algorithm based on the sampling method with
the smallest variance.

Lemma 4.1. Using vertex sampling to estimate the number of hyper-

triangles is not unbiased, while using hyperedge sampling or hyper-

wedge sampling to estimate the number of hyper-triangles is unbiased.

Proof: We use the element to refer to a vertex, hyperedge, or hy-
perwedge, and we use 𝛿 to refer to the total number of the elements
(|𝑉 | for vertex, |𝐸 | for hyperedge, |

<

| for hyperwedge). We denote

the hyperedge with the lowest ID in the 𝑗𝑡ℎ hyper-triangle as Γ𝑗 . Be-

sides, we use 𝑋
𝑝
𝑖 𝑗 = 1 to represent that 𝑗𝑡ℎ hyper-triangle of pattern

𝑝 is being counted for the 𝑖𝑡ℎ element, otherwise𝑋
𝑝
𝑖 𝑗 = 0. For the 𝑖𝑡ℎ

vertex, the probability of it being included in the 𝑗𝑡ℎ hyper-triangle

is
|Γ𝑗 |

|𝑉 |
. So, if we sample 𝛼 vertices, by the linearity of expectation,

its expected value is: E[𝑋 ] =
∑︁𝛼
𝑖=1

∑︁𝐻 [𝑝 ]
𝑗=1 E[𝑋

𝑝
𝑖 𝑗 ] =

𝛼
|𝑉 |

∑︁𝐻 [𝑝 ]
𝑗=1 |Γ𝑗 |.

Finally, based on the proportion of 𝛼 to |𝑉 |, the result is obtained as:
𝛼
|𝑉 |

∑︁𝐻 [𝑝 ]
𝑗=1 |Γ𝑗 | ×

|𝑉 |
𝛼 =

∑︁𝐻 [𝑝 ]
𝑗=1 |Γ𝑗 | ≠ 𝐻 [𝑝]. Therefore, the results

obtained through this method are not unbiased. However, since
the probability of 𝑖-th hyperedge or hyperwedge being included

in the 𝑗𝑡ℎ hyper-triangle is 1

𝛿
, if we sample 𝛼 hyperedges or hy-

perwedges, its expected value is E[𝑋 ] =
∑︁𝛼
𝑖=1

∑︁𝐻 [𝑝 ]
𝑗=1

1

𝛿
=

𝛼𝐻 [𝑝 ]
𝛿

.

Based on the proportion of 𝛼 to 𝛿 , we can obtain an unbiased result:
𝛼𝐻 [𝑝 ]

𝛿
× 𝛿

𝛼 = 𝐻 [𝑝]. Therefore, the results obtained through these
two methods are unbiased.

Due to the property of hypergraph, the results obtained through
vertex sampling are not unbiased. Therefore, we proceed to com-
pare the variance between hyperedge sampling and hyperwedge
sampling.

Lemma 4.2. The variance of the results obtained by hyperwedge

sampling is less than that obtained by hyperedge sampling.

Proof: Similarly, we use the element to refer to a hyperedge, or
hyperwedge. The variance that hyper-triangles of pattern 𝑝 are
counted while processing a sampled element can be expressed as

Var[
∑︁𝐻 [𝑝 ]

𝑗=1 𝑋
𝑝
𝑖 𝑗 ]. Besides, since the sampling is done uniformly at

random, hence Cov[𝑋
𝑝
𝑖 𝑗 , 𝑋

𝑝

𝑘𝑙
] = 0. Therefore, when we sample

𝛼 elements, their variance can be expressed and decomposed as
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line 1 of Equation 1. Next, since (𝑋
𝑝
𝑖 𝑗 )

2
= 𝑋

𝑝
𝑖 𝑗 and through the

relationships between variance, covariance, and expectation, we
can further decompose the expression as:

Var

⎡⎢⎢⎢⎢⎣
𝛼∑︂
𝑖=1

𝐻 [𝑝 ]∑︂
𝑗=1

𝑋
𝑝
𝑖 𝑗

⎤⎥⎥⎥⎥⎦
=

𝛼∑︂
𝑖=1

⎛⎜
⎝
𝐻 [𝑝 ]∑︂
𝑗=1

Var[𝑋
𝑝
𝑖 𝑗 ] +

∑︂
𝑗≠𝑘

Cov(𝑋
𝑝
𝑖 𝑗 , 𝑋

𝑝

𝑖𝑘
)
⎞⎟
⎠

=

𝛼∑︂
𝑖=1

⎛⎜
⎝
𝐻 [𝑝 ]∑︂
𝑗=1

(︂
E[ (𝑋

𝑝
𝑖 𝑗 )

2 ] − E[𝑋
𝑝
𝑖 𝑗 ]

2

)︂
+
∑︂
𝑗≠𝑘

(︂
E[𝑋

𝑝
𝑖 𝑗 · 𝑋

𝑝

𝑖𝑘
] − E[𝑋

𝑝
𝑖 𝑗 ]E[𝑋

𝑝

𝑖𝑘
]
)︂⎞⎟
⎠

= 𝛼
⎛⎜
⎝
𝐻 [𝑝 ]

(︃
1

𝛿
−

1

𝛿2

)︃
+
∑︂
𝑗≠𝑘

E[𝑋
𝑝
𝑖 𝑗 · 𝑋

𝑝

𝑖𝑘
] −

∑︂
𝑗≠𝑘

1

𝛿2
⎞⎟
⎠

(1)

We can further decompose the expected value E[𝑋
𝑝
𝑖 𝑗 · 𝑋

𝑝

𝑖𝑘
] as fol-

low: E[𝑋
𝑝
𝑖 𝑗 · 𝑋

𝑝

𝑖𝑘
] = P[𝑋

𝑝
𝑖 𝑗 = 1]P[𝑋

𝑝

𝑖𝑘
= 1|𝑋

𝑝
𝑖 𝑗 = 1]. For the 𝑗𝑡ℎ

and 𝑘𝑡ℎ hyper-triangle, if they do not contain any common ele-
ment, it is impossible to sample them at the same time. In this

case, E[𝑋
𝑝
𝑖 𝑗 · 𝑋

𝑝

𝑖𝑘
] = 0. Since we only count the hyper-triangle

in which the ID/order of the hyperedge/hyperwedge is the small-
est. Therefore, for two hyper-triangles that contain the same el-

ements, the probability of being sampled simultaneously is 1

3
. In

this case, E[𝑋
𝑝
𝑖 𝑗 · 𝑋

𝑝

𝑖𝑘
] =

1

𝛿
· 1
3
. The variance can be expressed

as: Var
[︂∑︁𝛼

𝑖=1

∑︁𝐻 [𝑝 ]
𝑗=1 𝑋

𝑝
𝑖 𝑗

]︂
= 𝛼

(︂
𝐻 [𝑝]

(︂
1

𝛿
− 1

𝛿2

)︂
+

𝛾 ′𝑝
3𝛿
−

𝛾𝑝
𝛿2

)︂
, where

𝛾𝑝 is total pairs of hyper-triangle of pattern 𝑝 , and 𝛾 ′𝑝 is total

pairs of hyper-triangle of pattern 𝑝 that share the same hyper-
edge/hyperwedge.

Comparing the two sampling methods.When we sample the
same proportion of hyperedges/hyperwedges (i.e., 𝛼

𝛿
= 𝑐 where 𝑐 is

a constant), the variance can be simplified as𝐻 [𝑝] (𝑐− 𝑐
𝛿
)+

𝑐𝛾 ′𝑝
3
−
𝑐𝛾𝑝
𝛿

.

In real datasets, the term
𝑐𝛾 ′𝑝
3

is significantly larger than the other
two terms. Therefore, we only need to compare the magnitudes
of this term. It is obvious that the number of hyper-triangle pairs
sharing the same hyperedge is greater. Hence, the results obtained
by hyperwedge sampling are more accurate.

4.1 The Basic Algorithm

Through the above comparison, we conclude that hyperwedge sam-
pling is unbiased and has smaller errors, making it the most suitable
approximation method. In [28], researchers use hyperwedge sam-
pling to estimate the number of motifs in a hypergraph. However,
since their algorithm involves estimating the number of open hyper-
triangles and the estimation process includes redundant checking of
vertices. Therefore, we propose an algorithm specifically designed
for estimating hyper-triangles. Additionally, we incorporate Pre-
process to reduce redundant checking. To accommodate datasets
of various sizes, we introduce a parameter 𝜎 , where 𝜎 ∈ (0, 1].
Depending on the value of this parameter, we extract subgraphs
from the original graph for estimation. This approach helps avoid
excessive computation times in large datasets.

The details of the approximate algorithm are presented in Al-
gorithm 6. Firstly, we uniformly at random select 𝜎 |𝐸 | hyperedges
from the original graph to obtain the subgraph𝐺 ′ (Line 2). Then,
we sample 𝛼 hyperwedges from the subgraph (Line 4). For each hy-
perwedge

<

𝑖 𝑗 , we search for all hyperwedges

<

𝑖𝑘 where O(

< 𝑡
𝑖 𝑗 ) <

O(

< 𝑡
𝑖𝑘
) that can form hyper-triangles with it (Lines 7-9). Finally,

we determine the number of hyper-triangles in the subgraph based
on the ratio of 𝛼 to |

<

|, and then scale it up to estimate the number
of hyper-triangles in the original graph based on the ratio of |𝐸′ |3

to |𝐸 |3 (Lines 10-11).

Algorithm 6: Appro-bs

1 𝐺 (𝑉 , 𝐸 ) ←Hypergraph, 𝜎 ←sampling proportion, 𝛼 ←number of

samples, �̂� ←map to store the estimate count of each pattern

2 𝐺 ′ (𝑉 ′, 𝐸′ ) ←sample 𝜎 |𝐸 | hyperedges from𝐺 uniformly at random

3

< 𝑡 ,

< 𝑐 ←Preprocess(𝐺 ′)

4 for 𝑛 ← 1 . . . 𝛼 do

5

<

𝑖 𝑗 ←sample a hyperwedge from𝐺 ′ uniformly at random

6 for each hyperwedge

<

𝑖𝑘 ∈

<

do

7 if O(
< 𝑡

𝑖 𝑗 ) < O(

< 𝑡
𝑖𝑘
) and 𝑒 𝑗 ∩ 𝑒𝑘 ≠ ∅ then

8 𝑝 ←Pattern of hyper-triangle𝑇 ({𝑒𝑖 , 𝑒 𝑗 , 𝑒𝑘 })

9 �̂� [𝑝 ]+ = 1

10 for 𝑝 ← 1 . . . 20 do

11 �̂� [𝑝 ] = �̂� [𝑝 ] ·
|

<

|
𝛼 · 𝜎

−3

12 return �̂�

4.2 The Advanced Algorithm

For the basic algorithm, although using hyperwedges as samples
shows advantages over vertex and hyperedge sampling, it still has
some limitations. Firstly, the basic algorithm does not incur any
optimization step to estimate specific patterns, therefore, it still
needs to find the common vertices among the three hyperedges
when classifying hyper-triangles. Furthermore, the basic algorithm
is unable to estimate hyper-triangles of specific patterns, and when
the sample size is insufficient, hyper-triangles of some patterns are
difficult to capture, resulting in an underestimated outcome.

Algorithm 7: Appro-adv

1 𝐺 (𝑉 , 𝐸 ) ←Hypergraph, 𝜎 ←sampling proportion, 𝛼 ←number of

samples, �̂� ←map to store the estimate count of each pattern

2 𝐺 ′ (𝑉 ′, 𝐸′ ) ←sample 𝜎 |𝐸 | hyperedges from𝐺 uniformly at random

3

< 𝑡 ,

< 𝑐 ←Preprocess(𝐺 ′)

4 𝛼1 ←
|

< 𝑡 |2 ·𝛼

|

<

|2
, 𝛼2 ←

|

< 𝑐 |2 ·𝛼

|

<

|2
, 𝛼3 and 𝛼4 ←

|

< 𝑡 | |

< 𝑐 | ·𝛼

|

<

|2

5 for 𝑛 ← 1 . . . 𝛼1 do

6

< 𝑡
𝑖 𝑗 ←sample a hyperwedge from

< 𝑡

7 �̂� ←use Count-TTT to count the number of TTT -class

hyper-triangles that include

< 𝑡
𝑖 𝑗

8 for 𝑡 ← 9 . . . 20 do

9 �̂� [𝑝 ] = �̂� [𝑝 ] ·
|

< 𝑡 |
𝛼1
· 𝜎−3

10 Sample 𝛼2, 𝛼3, and 𝛼4 hyperwedges from

< 𝑐 ,

< 𝑡 , and

< 𝑐

11 �̂� ←Estimate the number of hyper-triangles of class CCC, TTC, and

TCC following the similar procedure of lines 5-9.

12 return �̂�

To address these issues, we observe that by separately sampling
from the lists of intersection-type and inclusion-type hyperwedges,
we can independently estimate the number of hyper-triangles for
each class. Additionally, during the estimation process, we can
incorporate optimization steps specific to each class, thereby en-
hancing the efficiency of the algorithm. Based on this method, we
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propose an advanced approximation algorithm that allows for tar-
geted estimation of specific patterns. The detail is presented in
Algorithm 7. After extracting a random subgraph from the original
graph, we divide the number of samples into four parts according
to the method described in line 4. When counting hyper-triangles

of the TTT class, we randomly sample
|

< 𝑡 |2 ·𝛼
|

<

|2
hyperwedges from

< 𝑡 , and use the Count-TTT algorithm to calculate the number of
hyper-triangles that include them (Lines 5-9). For hyper-triangles

of the CCC class, we sample
|

< 𝑐 |2 ·𝛼
|

<

|2
hyperwedges from

< 𝑐 , and then

use Count-CCC to count the number of hyper-triangles contain-
ing these hyperwedges. Similarly, following the above procedure,

we sample
|

< 𝑡 | |

< 𝑐 | ·𝛼
|

<

|2
hyperwedges to estimate the number of the

hyper-triangles of the remaining two classes. Note that if our goal
is to focus on a specific class, we can sample hyperwedges only for
that class, thereby avoiding unnecessary counting.

Lemma 4.3. The time complexity of Appro-adv is: 𝑂 (
∑︁

<

𝑖 𝑗 ∈

< ( |𝑒𝑖 | +

|𝑒 𝑗 |)+
∑︁𝛼1

𝑖=1 ( |

< 𝑡
𝑖_ |·𝜔𝑖 𝑗 )+

∑︁𝛼2

𝑖=1 ( |

< 𝑐
𝑖_ |)+

∑︁𝛼3

𝑖=1 ( |

< 𝑐
𝑖_ |+|

< 𝑐
_𝑖 |)+

∑︁𝛼4

𝑖=1 ( |

< 𝑡
𝑖_ |+

|

< 𝑡
_𝑖 |)).

Proof: In the preprocessing stage, the time complexity of Appro-
adv is𝑂 (

∑︁

<

𝑖 𝑗 ∈

< ( |𝑒𝑖 | + |𝑒 𝑗 |)). After that, it samples 𝛼1 hyperwedges

and counts the number of hyper-triangles of TTT class that contain
these hyperwedges through Count-TTT. Hence the time complexity
is 𝑂 (

∑︁𝛼1

𝑖=1 ( |

< 𝑡
𝑖_ | · 𝜔𝑖 𝑗 )) (as mentioned in Table 2). Using the same

method, we can obtain the time complexities of the remaining three
parts. By combining the preprocessing time with the time of these
four parts, we can obtain the total time complexity.

Lemma 4.4. The variances of the results obtained by Appro-adv

corresponding to the hyper-triangles of TTT, CCC, TCC, TTC class are:

( |

< 𝑡 |−1)T+
|

< 𝑡 |
|

<

|
T ′−T ′′, ( |

< 𝑐 |−1)T+
|

< 𝑐 |
|

<

|
T ′−T ′′,

( |

< 𝑡 |−1) |

< 𝑐 |

|

< 𝑡 |
T+

|

< 𝑐 |
|

<

|
T ′ −

|

< 𝑐 |

|

< 𝑡 |
T ′′,

( |

< 𝑐 |−1) |
< 𝑡 |

|
< 𝑐 |

T +
|

< 𝑡 |
|

<

|
T ′ −

|

< 𝑡 |

|

< 𝑐 |
T ′′ respectively,

where T =
𝛼𝐻 [𝑝 ]

|

<

|2
, T ′ =

𝛼𝛾 ′𝑝
3 |

<

|
and T ′′ =

𝛼𝛾𝑝
|

<

|2
.

Proof: Based on the proof of Lemma 4.2, when sampling 𝛼 hyper-

wedges, by setting 𝛿 as |

<

|, the resulting variance is
( |

<

|−1)𝛼𝐻 [𝑝 ]

|

<

|2
+

𝛼𝛾 ′𝑝
3 |

<

|
−

𝛼𝛾𝑝
|

<

|2
. For Appro-adv, when estimating the hyper-triangle of

the TTT class, we sample 𝛼1 hyperwedges from

< 𝑡 for estimation

where 𝛼1 =
|

< 𝑡 |2 ·𝛼
|

<

|2
. Hence, we replace

<

and 𝛼 with

< 𝑡 and 𝛼1,

respectively. After simplification, we obtain the variance of the TTT

class:
( |

< 𝑡 |−1)𝛼𝐻 [𝑝 ]

|

<

|2
+
|

< 𝑡 |
|

<

|

𝛼𝛾 ′𝑝
3 |

<

|
−

𝛼𝛾𝑝
|

<

|2
. Using the same method, we

can obtain the variance of the remaining three classes.

Comparing the two approximate algorithms. As mentioned
earlier, the second term in the variance is the largest term. The vari-

ance of Appro-bs is given by
( |

<

|−1)𝛼𝐻 [𝑝 ]

|

<

|2
+

𝛼𝛾 ′𝑝
3 |

<

|
−

𝛼𝛾𝑝
|

<

|2
. Obviously,

its second term is greater than the second term in all the variances
from Lemma 4.4, leading to a larger error in the results obtained
through Appro-bs. Additionally, apart from accuracy, since Appro-
adv uses methods from exact algorithms to compute the number of
hyper-triangles, it requires less time when the sample sizes are the
same.

5 THE FINE-GRAINED HYPERGRAPH
CLUSTERING COEFFICIENT

In graph theory, the clustering coefficient is a metric used to mea-
sure the tendency of nodes within a graph to form clusters or
closely-knit groups. Based on the definition of clustering coeffi-
cient in general graphs [19, 48], existing studies [3, 13] propose
the definition of clustering coefficient for hypergraphs, which is
3 × | |/| |, where is the set of hyper-triangles and is the set of
open hyper-triangles (i.e., a hyper-triangle inwhich two hyperedges
are disconnected).

While the current definition can be used to measure the lo-
calized closeness and redundancy of the hypergraphs, it still has
some limitations. Since the semantic meanings vary across differ-
ent hyper-triangle patterns, there are cases where we prioritize the
information conveyed by specific patterns. Therefore, it is crucial
to distinguish between different patterns. Motivated by this, we
propose a fine-grained hypergraph clustering coefficient, which
enables us to adjust the proportion of each pattern according to
the domains of the datasets. Note that by setting 𝜖𝑝 = 1 for each
pattern 𝑝 , our model can be transformed into the existing model.

Definition 5.1. [Fine-grained hypergraph clustering coeffi-

cient] Given a hypergraph 𝐺 = (𝑉 , 𝐸), the fine-grained clustering

coefficient of 𝐺 is given by
3×

∑︁
20

𝑝=1 𝜖𝑝 | 𝑝 |

| |
, where 𝜖𝑝 ∈ [0, 1] is a

parameter for the hyper-triangle pattern 𝑝 , | 𝑝 | is the number of
hyper-triangles of pattern 𝑝 in 𝐺 and | | is the number of open
hyper-triangles (i.e., a hyper-triangle in which two hyperedges are
disconnected) in 𝐺 .

To clearly compare the distribution of different hyper-triangle
patterns across datasets from various domains, we calculate the
hypergraph clustering coefficient for each pattern in real-world
datasets by setting the parameter of the current pattern to 1 and all
others to 0. The results are displayed in Figure 4. From these figures,
we can observe that the distribution frequency of patterns varies
when the data comes from different domains. However, when the
data originates from the same domain, the distribution frequency
of patterns remains consistent. This indicates that data from spe-
cific domains, due to its inherent properties, tends to form certain
specific hyper-triangle patterns. In some cases, we may prefer to
use specific patterns to reflect the inherent properties of datasets.
Hence, we develop the fine-grained clustering coefficient for hyper-
graphs, which can be flexibly adjusted to more intuitively display
the information contained in different patterns.

6 EXPERIMENTS

In this section, we evaluate the effectiveness and efficiency of our
proposed algorithms.

6.1 Experimental Settings

Datasets. In the experiments, we use the following 11 datasets. The
co-authorship [49] domain includes four datasets (coauthor-DBLP
(CD), coauthor-geology (CMG), and coauthor-history (CMH)). In
these datasets, vertices represent authors, and hyperedges repre-
sent publications, with the authors being the vertices included
in the hyperedges. The contact domain comprises two datasets
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Figure 4: Clustering coefficient comparison

Dataset |V| |E| |𝑒 |𝑚𝑎𝑥 |𝑒 |𝑎𝑣𝑔 |

<

|

HPS 327 7,818 5 2.3 593K

CMH 1,014,734 895,439 25 1.5 1.7M

CPS 242 12704 5 2.4 2.2M

EEU 998 25,027 25 3.4 8.3M

ThAU 125,602 166,999 14 1.9 21.6M

CMG 1,256,385 1,203,895 25 3.1 37.6M

EEN 143 1512 18 3.0 87.8M

CD 1,924,991 2,466,792 25 2.9 125M

TAU 3029 147,222 5 3.4 564M

ThM 176,445 595,749 21 2.4 647M

TMS 1629 170,476 5 3.5 913M

Table 3: Summary of Datasets

(contact-primary (CPS) [50] and contact-high (HPS) [40]). In these
datasets, vertices represent individuals, while hyperedges repre-
sent relationships between individuals. Email-EU (EEU) [30, 57]
and email-Enron (EEN) [25] are two datasets belong to the email
domain, where vertices represent email entities, and hyperedges
represent either senders or receivers of the emails. The tags do-
main and threads domain each consist of two datasets. They are
tags-ubuntu (TAU), tags-math (TMS), threads-ubuntu (ThAU), and
threads-math (ThM). In the datasets from the tags domain, ver-
tices represent tags, and hyperedges represent posts containing
these tags. In the threads domain, vertices represent users, and
hyperedges represent threads in which users are involved. These
datasets are sourced from [5]. Due to the property of hypergraphs,
where any two hyperedges cannot contain the same set of vertices,
we performed deduplication on the original data. Table 3 provides
details about the datasets.
Algorithms. In the experiments, we use Exact-bs as the baseline for
the exact algorithm and compare its performance with the following
five algorithms: Count-CCC (for pattern 1), Count-TCC (for patterns
2-5), Count-TTC (for patterns 6-8), Count-TTT (for patterns 9-20),
and Exact-adv. Here Exact-adv is to compute hyper-triangles of
all the patterns by combining the search processes of Count-TTT
and Count-TTC, as well as Count-TCC and Count-CCC, respectively.
Subsequently, we conduct a comparison betweenCount-TTT,Count-
DenseTTT (for patterns 9-16) and Count-SparseTTT (for patterns 17-
20) in terms of the time required to find TTT -class hyper-triangles.
For the approximation algorithms, we examine the performance
of Appro-bs and Appro-adv. Similarly, in the parallel algorithms
section, we compare the performance between Par-bs and Par-adv.
All the algorithms are implemented in C++, and all experiments are
conducted on a Linux machine with an Intel(R) Xeon(R) Platinum
8260L CPU at 2.30 GHz and 256GB of memory.

6.2 Case Study

Publications (Authors)

𝑒1: (1, 2, 3) 𝑒2: (3, 4, 5) 𝑒3: (2, 3, 4, 6)

𝑒4: (2, 3, 4, 7) 𝑒5: (4, 8, 9, 10)

Hyper-triangles (Pattern)

{𝑒1, 𝑒2, 𝑒3}: 12 {𝑒2, 𝑒3, 𝑒4}: 10 {𝑒3, 𝑒4, 𝑒5}: 10

4
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1 5

e3

e1 e2

4

8 9 10

6 73
e3 e4

e5

2

Figure 5: Real data for co-authorship relations

Email account (Senders or Receivers)

𝑒1: (1, 29, 41, 51, 62, 65, 97, 107, 133)

𝑒2: (1, 51) 𝑒3: (1, 133) 𝑒4: (29, 97)

𝑒5: (41, 97) 𝑒6: (29, 65)

Hyper-triangles (Pattern)

{𝑒1, 𝑒2, 𝑒3}: 5 {𝑒1, 𝑒4, 𝑒5}: 5 {𝑒1, 𝑒4, 𝑒6}: 5

29

1
51 133

41
65 97

62
107

e2 e3

e1

Figure 6: Real data for email correspondence relations

Different hyper-triangle patterns encapsulate distinct meanings,
leading to variations in their frequency distribution across vari-
ous datasets. These variations reveal underlying design principles
specific to each dataset. As analyzed in [28], pattern 12 is more
prevalent in the co-authorship domain, whereas pattern 10 fre-
quently appears in email correspondence domain. To understand
the reasons behind these distributions, we conduct case studies that
identify and analyze typical hyper-triangles in these two domains.

In the co-authorship domain, we use the CMH dataset to analyze
the hyper-triangle patterns. Figure 5 displays ten authors involved
in three hyper-triangles, along with the five publications. The
dataset shows that Authors 1-7 have collaborated over twenty times,
while Authors 8-10 have more than ten collaborations, indicating
they are likely from two different groups. Through hyper-triangle
{𝑒1, 𝑒2, 𝑒3}, we can see that all three publications are centered
around Author 3, and Author 3 maintains a stable co-authorship
with Authors 2 and 4. Authors 1, 5, and 6, as the first authors of the
three publications, do not have direct connections to each other. In
fact, most hyper-triangles of pattern 12 display a similar structure
to the one described above, as completing a publication usually
involves multiple contributors arranged in a hierarchical structure.
A senior researcher often initiates the project (Author 3), followed
by contributions from young scholars (Authors 2 and 4). Finally, sev-
eral student participants also contribute to the publication (Authors
1, 5 and 6). For the collaborative relationships between different
groups (e.g., the hyper-triangle {𝑒3, 𝑒4, 𝑒5}), we can observe that 𝑒3
and 𝑒4, which are publications from the same group, share three
coauthors. In contrast, the publication 𝑒5, originating from another
group, has only one coauthor in common with 𝑒3 and 𝑒4. This

738



EEN HPS CMH CPS EEU CMG ThAU
Dataset

10−1

100

101

102

103

104
R

un
tim

e 
(s

ec
)

Count-CCC Count-TCC Count-TTC Count-TTT Exact-adv Exact-bs

(a)

EEN HPS CMH CPS EEU CMG ThAU
Dataset

10−1

100

101

102

103

104

R
un

tim
e 

(s
ec

)

Count-TTT
Count-DenseTTT
Count-SparseTTT

(b)

Figure 7: Runtime for exact algorithms.

suggests that inter-group collaborations often depend on specific
authors (in this case, Author 4). As a result, the hyper-triangles
formed are more likely to align with pattern 10. This reasoning
indicates that co-authorship datasets are naturally predisposed to
contain a higher number of hyper-triangles of pattern 12.

In the email correspondence domain, Figure 6 show three hyper-
triangles from EEN, where hyperedges represent email accounts
and the vertices correspond to accounts that have sent or received
emails from those accounts. It can clearly be seen that these hyper-
triangles contain hyperedge 𝑒1, and 𝑒1 encompasses the remaining
five hyperedges. This is because, in reality, some organizations have
"organizer" or admin account that frequently sends and receives
emails to and from its member accounts. Consequently, the member
accounts tend to interact predominantly with the ’organizer’ or
admin accounts. Thus, compared to other domains, datasets in the
email correspondence domain are more prone to forming hyper-
triangles of pattern 5.

6.3 Performance Evaluations

Evaluating exact algorithms. In Figure 7(a), we present the com-
parison of exact algorithms in 7 datasets. Through Figure 7(a),
it can be observed that Count-CCC, Count-TCC, and Count-TTC

significantly outperforms Exact-bs by up to 140×, 90× and 80×,
respectively. This is because these three algorithms can avoid enu-
merating hyper-triangles of the TTT class and, compared to Exact-

bs, do not require additional time to determine the pattern of the
hyper-triangle. While Count-TTT requires more time than the other
algorithms, it is still at least 3× faster than Exact-bs. In addition,
Exact-adv is capable of computing all hyper-triangles in a shorter
time compared to Exact-bs, which achieves at least 3× faster than
Exact-bs in the large datasets. These findings affirm the efficacy of
our proposed techniques in reducing the redundant enumeration
of vertices within hyperedges.

Evaluating exact algorithms for TTT class. For the three algo-
rithms targeting the TTT class: Count-DenseTTT, Count-SparseTTT
and Count-TTT, we also use the aforementioned 7 datasets to com-
pare their differences. The results are displayed in Figure 7(b). It
can be observed that Count-DenseTTT has the least runtime. For
Count-DenseTTT, it avoids traversing open hyper-triangles, thereby
achieving about 2× faster than Count-TTT. For Count-SparseTTT,
since finding hyper-triangles of the SparseTTT class still requires
time to filter open hyper-triangles, the runtime is about 1.5× faster
than Count-TTT.
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Figure 8: The memory required for exact algorithms.

Evaluating the space for the exact algorithms. Since the source
code of Exact-bs [28] additionally stores the 2-hop neighbors of
each hyperedge, leading to extra space consumption, we improve its
code to store only the 1-hop neighbors of each hyperedge without
affect the performance (denoted as Exact-bs*). Figure 8 examines
the memory usage of Exact-bs, Exact-bs* and Exact-adv. From the
results, we observe that Exact-adv consistently consumes about 2×
the space of Exact-bs*. This means that compared to the baseline
algorithm, the proposed algorithms can find all hyper-triangles with
at least 3× the efficiency while only using 2× the space. Besides, if
the goal of users is to find hyper-triangles of a specific pattern, the
proposed algorithms can even achieve up to 140× faster than the
baseline algorithm without increasing space consumption.

Evaluating approximate algorithms. Here we compare the per-

formance of Appro-bs and Appro-adv. We use
∑︁
20

𝑝=1
|𝐻 [𝑝 ]−�̂� [𝑝 ] |
20×𝐻 [𝑝 ]

as

the metric to measure the accuracy of the algorithms where 𝐻 [𝑝]

and �̂� [𝑝] are the exact and estimated results of the hyper-triangles
of pattern 𝑝 , respectively. We first randomly extract 20% of the
hyperedges from the original graph and then perform a comparison
on this induced subgraph. By comparing the accuracy of the results
obtained by the two algorithms within the same time period, we
can determine the differences between the two algorithms.

Figure 9 shows the performance of the two approximation algo-
rithms across four datasets: TAU, ThM, TMS, and CD. Due to their
large size, we are unable to get the exact number of hyper-triangles
in the original graph. Therefore, we only compute the exact number
of hyper-triangles in the subgraph, and based on this, we compare
the relative accuracy of the two approximation algorithms. It can
be observed that for the first three datasets, when the estimation
time is less than 400 seconds, the accuracy of Appro-adv is at least
5% higher than Appro-bs. Only when the estimation time exceeds
800 seconds does the gap between them narrow. For the CD dataset,
the gap is also very significant when the estimation time is less
than 80 seconds. The experimental results show that the accuracy
of Appro-adv is at most 3% higher than Appro-bs. Furthermore, the
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Figure 9: Approximate algorithms’ result, 𝜎 = 0.2.
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Figure 10: Parallel algorithms’ result.

superiority of Appro-adv is especially pronounced when the estima-
tion time is brief. These findings clearly confirm the superiority of
Appro-adv over Appro-bs. Additionally, we can observe that for the
TAU, ThM, TMS, and CD datasets, Appro-adv can estimate the num-
ber of hyper-triangles within 400 seconds with an accuracy close
to 90%. In contrast, the exact algorithm requires more than 10,000
seconds to obtain accurate results. This indicates that when users
prioritize efficiency over accuracy, the approximation algorithm,
compared to the exact algorithm, has a clear advantage.

Evaluating parallel algorithms. In this section, we compare the
runtime of Par-bs. and Par-adv under different numbers of threads
in 6 datasets. The experimental results are presented in Figure 10.
For Par-bs, across all datasets, the runtime decreases gradually with
an increasing number of threads. However, when the number of
threads exceeds 16, the runtime begins to increase. In contrast, for
Par-adv, as the number of threads increases, the runtime of the
algorithm first decreases rapidly and then stabilizes. When we use
32 threads, Par-adv achieves at least 3× faster than Par-bs.

7 RELATED WORK

Triangle counting. In general graphs, triangle represents the smallest
non-trivial cohesive structure, and there are extensive studies on
counting triangles in the literature [1, 2, 6, 11, 12, 21, 27, 33, 42, 44,
46, 59]. In [11], Chiba and Nishizeki propose an enumeration-based
algorithm to find triangles that orders the vertices by degree and

processes each edge only once, using its lower-degree vertex. Some
existing works [1, 2] focus on edge sampling strategies for estimat-
ing triangle counts in a graph stream. Building on this, [33, 42]
propose a wedge-based sampling method to estimate the number
of triangles. In [59], an orientation-based algorithm is proposed to
improve the efficiency of finding triangles. [21] proposes a novel
lightweight graph preprocessing method for triangle counting us-
ing GPU. However, existing triangle counting techniques cannot be
directly used for hyper-triangle counting since there are significant
structural differences between triangle and hyper-triangle.

Hypergraph analysis. Hypergraphs naturally represent group inter-
actions and are widely used in various fields such as social networks
[31, 54], bioinformatics [22], recommendation systems [8, 32], and
LLM [16, 38]. Existing research extensively explores motifs in hy-
pergraphs [7, 62]. Hypergraph clustering coefficients are studied in
[4, 58] to express the overall connectivity among hyperedges and
can be used to measure the localized closeness and redundancy of
hypergraphs. [61] proposes sampling-and-estimating frameworks
for counting three types of triangles over hypergraph streams. In
[26, 28], researchers focus on finding the connectivity patterns
among three hyperedges and reveal that the distribution frequency
of these patterns varies across different data domains. Although the
algorithms in [26, 28] can be adopted to solve the hyper-triangle
computation problem, our proposed techniques outperform existing
solutions as validated in our experiments.

8 CONCLUSION

In this paper, we investigate the hyper-triangle computing prob-
lem. We present a two-step framework that efficiently searches
for hyper-triangles of specific patterns, supplemented by a parallel
version to handle large datasets. Additionally, we propose approxi-
mation algorithms for counting the number of hyper-triangles in
hypergraphs. Furthermore, we introduce a fine-grained model of
the hypergraph clustering coefficient, offering greater flexibility for
application across diverse datasets. Through extensive experiments
on real datasets, we demonstrate the significant superiority of our
algorithms over state-of-the-art approaches.
In the future, we will explore how to extend our approach to search
for larger hypergraph patterns. Firstly, since hyper-triangles are
a specific case of hyper-cliques, the proposed algorithms can be
adapted to identify hyper-cliques by counting the number of hyper-
triangles associatedwith each hyperedge, enabling us to filter hyper-
edges and narrow the search range. Additionally, in general graphs,
triangles serve as fundamental building blocks for the truss model.
By counting triangles, we can derive truss structures that facilitate
community detection. Similarly, we can extract pattern-based hyper-
truss structures from hypergraphs by analyzing hyper-triangles
of various patterns. This approach will improve community de-
tection in hypergraphs and offer deeper insights into the intricate
interconnections within these complex data structures.
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