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ABSTRACT

Understanding the reasons behind differences between aggregated
sequences derived from SQL queries is crucial for data scientists.
However, existing methods often suffer from being labor-intensive,
lacking scalability, providing only approximate solutions, and inad-
equately supporting sequence difference explanations. In response,
we introduce SDEcho, a novel framework designed to automate the
explanation searching for sequence differences in high-dimensional
and high-volume datasets. SDEcho utilizes advanced pruning tech-
niques, considering pattern, order, and dimension perspectives, as
well as their interactions, to prune the entire explanation space
while maintaining explanations accurate and concise. This hybrid
pruning approach significantly accelerates the explanation search-
ing process, making SDEcho a valuable tool for data analysis tasks.
Extensive experiments on synthetic and real-world datasets, along
with a case study, demonstrate that SDEcho outperforms existing
methods in terms of both effectiveness and efficiency.
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1 INTRODUCTION

Data scientists often need to run SQL queries with group-by and ag-
gregate functions to obtain aggregated sequences, compare different
aggregated sequences to gain insights, and further their research.
Besides involving simple interactive visualizations, understanding
the reasons behind sequence differences co-occurred in the same
frame, i.e., "why" questions, is gradually gaining more attention
∗Corresponding authors
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in the database community from academia[11, 15, 25, 35, 45] and
industry[3, 4, 6, 7]. Researchers need to manually execute a series
of cumbersome queries involving GROUP BY, UNION, and CUBE
to identify commonalities among data record groups corresponding
to the aggregated sequences with differences.

𝐬𝟐

𝐬𝟏

Figure 1: A visualization of the natality22_MM query results.

Example 1. Research on differences in incidence count across racial
and ethnic groups is very popular[21, 28, 31]. Researcher Oliver seeks
to explore the reasons behind racial disparities in Maternal Morbidity
(MM). He leverages the Natality dataset provided by the CDC[1], a
comprehensive resource covering factors like Hepatitis B (IP_HEPB)
and Gestational Hypertension (RF_GHYPE) across multiple dimen-
sions. One subset is illustrated in Figure 2. Initially, Oliver runs the
following query statements with group-by clauses to analyze the
number of MM cases among different racial groups across various age
groups in 2022:

SELECT MAGER14, count(*) AS MM

FROM natality22_MM

WHERE [condition] GROUP BY MAGER14

As shown in Figure 1(a), he visualizes the query output as two se-
quences (𝑠1 and 𝑠2), ordering the result set from different racial groups
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Issue a query: Why do black and white women differ in Maternal Morbidity between the ages of 19 and 49?

Figure 2: A subset of the Natality dataset natality22_MM.

by aligning point-to-point along the “age” dimension. Notably, the
disparity in the number of MM cases betweenWhite and Black women
aged 19-44 caught Oliver’s attention. To investigate sequence differ-
ences, Oliver manually executes SQL queries to examine dimensions
potentially explaining them. As shown in Figure 1(b), he identified
Gestational Hypertension (RF_GHYPE) as similar to the difference to
be explained. Oliver needs to further verify whether RF_GHYPE = ’Y’
contributes to the sequence difference to determine whether it can be
used as an explanation.

To address the above issues, one popular option is the intervention-
based method[25, 42, 45]. It works by re-running queries after re-
moving subsets of the dataset. If the sequence difference is close
to zero after this removal, the removed subset is identified as
an explanation for sequence differences. Following the literature
[11, 15, 18, 45, 53], the explanation in our work is not intended to im-
ply causation. Instead, it identifies the data slices that contribute the
most to the overall differences between the two sequences. It’s im-
portant to emphasize that finding the root cause of "why" questions
is generally only feasible when combining human interpretation
with analytical tools. Among intervention-based methods, there
are two types of explanation settings: fine-grained (a set of tuples)
and coarse-grained (a predicate or a pattern)[35, 39], where the
predicate can provide a comprehensible explanation and identify
common attributes of input tuples that lead to unexpected results.
Implementation of this method can be achieved by extending DBMS
with custom user-defined functions (UDFs) or by utilizing expla-
nation engines[11, 15, 38, 45], which have gained popularity in the
database community in recent years.

Unfortunately, in our scenarios, the aforementioned methods
face the following dilemmas: (1) Human-labored. Although it is
possible to perform intervention-based explanation searching using
the interface languages provided by databases or certain data anal-
ysis tools[6, 7], it is challenging for humans to translate these into
corresponding SQL, DAX[6, 23], etc. Moreover, most explanation
engines are limited to single-dimension or three-dimensional combi-
nations, making enumerating potential combinations cumbersome.
Ordinary analysts need to repeatedly enumerate explanations with
up to three attributes within a restricted search space. Even when
analyzed by domain experts, different experts might take differ-
ent directions. For example, pediatricians explore the explanation
of the sequence differences in Figure 1(a) from the perspective of
congenital anomalies in newborns, and there are as many as 12
attributes related to this field. (2) Poor in scalability. The limita-
tion on the number of dimensions for explanation search is due to
the current coarse-grained explanation engines struggling to cope
with high-dimensional and massive data scenarios, thus making
it difficult to meet users’ needs for explanations during the data

analysis process. (3) Loss by approx. Explanations require pin-
pointing concise and precise tuple sets[11, 41, 53], which means
highlighting the largest sequence difference with the fewest num-
ber of tuples, enabling users to decide on subsequent analysis steps
based on explanations. The impact of a small number of tuples with
numerical anomalies on the results can be significant. Predicates
corresponding to this subset typically involve numerous attributes.
However, a limited explanation search space or approximate solu-
tions may result in overlooking these explanations. Such omissions
due to approximation could potentially mislead data analysts in
their next steps of exploration, thereby increasing their workload.
(4) Sequence diff unsupported. Existing explanation engines fo-
cus on explaining a single aggregate value[27], differences between
two given relations[10, 11, 35, 45], or searching for a single series’
key performance indicators (KPIs)[15], which do not support the se-
quence difference explanation scenario in this work, which involves
accumulating point-by-point differences between sequences.

To avoid the above dilemmas, and as a first approach toward
explaining aggregated sequence differences, we introduce SDEcho,
a framework designed for searching explanations in (i) sequence

difference scenarios. Given a pair of user-specified aggregated
sequence fragments co-occurred in the same frame, SDEcho mea-
sures point-wise differences between sequences and automatically
searches for top-𝑘 explanations online, eliminating the need for
users to explore potential dimension combinations manually. We
describe a novel technique tailored for (ii) high-dimensional,

high-volume data scenarios to optimize the speed of explana-
tion search while ensuring (iii) results accuracy. By projecting
sequence pairs into a vector space, SDEcho leverages the additiv-
ity of projection distances for non-overlapping explanations and
the relationship between explanation measure and sequence dis-
tance to prune the candidate explanation space efficiently. Our
method can support most of the popular aggregation functions.
Through extensive experiments, we demonstrate that SDEcho sig-
nificantly accelerates explanation searching compared to existing
solutions[11, 15, 35]. We also developed a benchmark and intro-
duced an explanation confidence score to compare the quality of
explanations produced by different methods. Finally, for (iv) ease
of use, we have implemented SDEcho’s functionalities as operators
in Postgres. This allows users to achieve the same functionalities as
SDEcho without the need to write lengthy data manipulation state-
ments compared to existing solutions for out-database execution.

In summary, we make the following contributions:

• We formulate the problem of explaining aggregated sequence
differences with point-wise sequence comparison and generate
concise explanations tailored for this scenario.

• We propose SDEcho, an automated explanation search frame-
work that prunes the candidate explanation space at the pattern,
order, and dimension levels. By integrating multiple pruning
methods, we develop a hybrid approach to enhance performance.

• We constructed a benchmark for explaining aggregated sequence
differences and designed an explanation confidence score to eval-
uate the quality of the explanations. Experiments on real-world
workloads and datasets demonstrate that SDEcho significantly
accelerates the explanation search process while maintaining
quality compared to existing methods.

785



2 PROBLEM FORMULATION

We first introduce some fundamental concepts regarding our two-
sequences difference explanation, followed by our explanation mea-
sure to evaluate the explanation quality. Subsequently, we will delve
into our explanation searching optimization problem.

Definition 1 (Aggregated seqence 𝑠). An aggregated se-
quence 𝑠 = 𝑄 (𝑅) is the result set obtained by executing the following
query 𝑄 with group-by:

SELECT F (𝑀), 𝐺 FROM [𝑅] WHERE [con] GROUP BY 𝐺,

where 𝑅 is a relation of the database instance 𝐷 with attributes 𝐴 =

{𝑎1, 𝑎2, ..., 𝑎𝑛}. 𝐴 includes the group-by attribute 𝐺 and the measure
attribute𝑀 . F () is the aggregate function (such as COUNT(), MIN(),
MAX(), or SUM()).

When performing visual analysis, users typically provide an
order to display this set as a sequence. For example, users can
determine the sequence order using an ORDER BY clause or by
specifying their own order. After that, this aggregated result set is
converted into a sequence.

In our work, the aggregated sequences 𝑠1 and 𝑠2 for comparison
are derived from 𝑄1 (𝑅1) and 𝑄2 (𝑅2), respectively. Only 𝐺 and𝑀

must be shared between𝑄1 (𝑅1) and𝑄2 (𝑅2), and the value domains
of𝐺 must be consistent.𝑅1 and𝑅2 can refer to the same fact table, as
shown in Figure 1(a) with the query on the table "natality22_MM."

Given two aggregated sequences 𝑠1 and 𝑠2 of length 𝑛, we use the
distance function dist(𝑠1, 𝑠2) to measure how similar two sequences
are. In our work, we focus on the point-wise differences between
two aggregated sequences and apply the Euclidean distance to cap-
ture these differences. Euclidean distance is straightforward and
widely known for its simplicity and intuitive geometric interpre-
tation. It is commonly used[13, 22] in exploratory analysis as it
quickly provides a baseline for measuring point-wise differences,
which aligns well with the goals of SDEcho, helping both technical
and non-technical users interpret sequence differences.

dist (𝑠1, 𝑠2 ) = |𝑠1 − 𝑠2 | =

⌜⎷
𝑛∑︂
𝑖

(𝑠1 [𝑖 ] − 𝑠2 [𝑖 ] )2 . (1)

The smaller the distance, the more similar the sequences are.

Example 2. In Figure 1(a), the two aggregated sequences repre-
sent the number of MM cases for black women and white women at
different ages. According to equation (1), the Euclidean distance is
calculated by comparing black women and white women age by age,
which is the difference between the two sequences.

Definition 2 (Explanation 𝑒). Given aggregated sequences 𝑠1
and 𝑠2, the explanation 𝑒 of order 𝛽 for the distance between them is
defined as a conjunction of 𝛽 predicates (a.k.a., a pattern):(︂

𝑎1 = 𝑣1 ∧ 𝑎2 = 𝑣2 ∧ . . . ∧ 𝑎𝛽 = 𝑣𝛽

)︂
,

where 𝑎𝑖 is in the set of explain-by attributes A ( A ⊆ 𝐴, 𝛽 ≤ |A|).

It is important to note that A should exclude the measure and
group-by attributes 𝑀 and 𝐺 as specified in the SQL statements,
i.e., A ⊆ 𝐴 −𝐺 −𝑀 . We borrow this definition from prior work
on explanation engines[10, 11, 45]. In our work, it’s worth noting
that explanations 𝑒1 and 𝑒2 being non-overlapping means that their

corresponding data intersections in 𝐷 are empty, i.e., 𝜎𝑒1 (𝐷) ∩
𝜎𝑒2 (𝐷) = ∅ where 𝜎 is the selection operation. Furthermore, to
handle numerical attributes, we adopt the binning method used in
[17, 19] for discretization.

Based on the above definitions, our goal is to identify the expla-
nation that best accounts for the difference between two sequences.
Using counterfactuals, we mask or remove tuples corresponding
to the explanation and measure the resulting sequence distance. A
reduction in distance indicates that the explanation is significant
for explaining the difference between the two sequences.

After providing an explanation, the analyst must examine the
removed tuples to identify the root cause of the sequence difference.
Large tuple sets complicate this process, and removing all tuples,
while maximizing distance change, makes the explanation mean-
ingless. Thus, explanations with fewer tuples should be prioritized
when achieving the same sequence distance reduction. To facilitate
this, we introduce a penalty factor𝜓𝑒 that accounts for tuple count,
encouraging concise explanations.

Definition 3 (Penalty factor 𝜓𝑒 ). Given an explanation 𝑒 ,
penalty factor𝜓𝑒 is defined as the normalized number of tuples cor-
responding to 𝑒 that need to be removed to explain the difference
between two aggregated sequences 𝑠1 and 𝑠2:

𝜓𝑒 (𝑅1, 𝑅2 ) =
|𝜎𝑒 (𝑅1 ) |
|𝑅1 |

+ |𝜎𝑒 (𝑅2 ) |
|𝑅2 |

+ 1. (2)

Definition 4 (Explanation Measure 𝛾 ). Given two aggregated
sequences 𝑠1 and 𝑠2, they are obtained by running𝑄1 (𝑅1) and𝑄2 (𝑅2),
respectively. Then, we define the measure 𝛾 of an explanation 𝑒 as

𝛾 (𝑒, 𝑠1, 𝑠2 ) =
dist

(︁
𝑄¬𝑒1 ,𝑄¬𝑒2

)︁
dist(𝑠1, 𝑠2 )

∗𝜓𝑒 (𝑅1, 𝑅2 )

=
dist (𝑄1 (𝑅1 − 𝜎𝑒 (𝑅1 ) ) ,𝑄2 (𝑅2 − 𝜎𝑒 (𝑅2 ) ) ) )

dist (𝑄1 (𝑅1 ) ,𝑄2 (𝑅2 ) )

∗
(︃
1 + |𝜎𝑒 (𝑅1 ) |

|𝑅1 |
+ |𝜎𝑒 (𝑅2 ) |
|𝑅2 |

)︃
,

(3)

where dist
(︂
𝑄¬𝑒1 , 𝑄¬𝑒2

)︂
is the distance between the two sequences after

removing tuples corresponding to the explanation 𝑒 , i.e., the effect of
the explanation 𝑒 on 𝑄1 and 𝑄2.

In addition, we use the original distance between 𝑄1 (𝑅1) and
𝑄2 (𝑅2) for normalization to offset the effects of the explanation.
Obviously, the lower the explanation measure of explanation 𝑒 , the
better the explanation.

Based on our explanation measure, our explanations possess
the minimality property[11], providing valuable insights without
overwhelming users with redundant information.

Definition 5 (Top-𝑘 Explanation Problem). Given two aggre-
gated sequences 𝑠1 and 𝑠2, find the top-𝑘 explanations E∗ — from all
possible explanations 𝐸 — that satisfy the following condition:

E∗ = argmin
E⊂𝐸
| E |=𝑘

∑︂
𝑒∈E

𝛾 (𝑒, 𝑠1, 𝑠2). (4)

Since computing the explanation measure 𝛾 by enumerating pos-
sible explanations incurs large computing costs, we seek a solution
to avoid enumerating and computing each one individually.

786



3 SDECHO: EXPLANATION SEARCHING

3.1 A Basic Approach and its Challenge

Wefirst scan the instance𝐷 and enumerate all possible explanations,
i.e., all patterns. For each explanation, we compute its explanation
measure𝛾 using Equation 3. Then, we rank and find the optimal top-
𝑘 explanations E∗ for a minimum explanation measure. Assuming
the average cardinality of each attribute is 𝑐 , and the number of
tuples in the table is 𝑟 , then the complexity of the above solution
is 𝑂

(︂
2 |A | · 𝑐 |A | · 𝑟

)︂
. We can clearly see that generating the top-𝑘

explanation set E∗ is very time-consuming for three reasons. (i)
There are exponentially many, 2 |A | , combinations of attributes. (ii)
For each attribute combination, there are 𝑐 |A | possible explanations,
i.e., patterns. (iii) Calculating the explanation measure for each
explanation requires scanning through the table once. Hence, the
complexity is proportional to the number of tuples 𝑟 , which is𝑂 (𝑟 ).

To solve this problem, we propose SDEcho, whose architecture
is illustrated in Figure 3. Users can query the database using SQL
and obtain two aggregated sequences, 𝑠1 and 𝑠2, through visual
analytical tools, which serve as inputs to SDEcho for explanation
searching of the differences between the sequences. SDEcho con-
sists of three modules—PatternPrune, OrderPrune, and Dim-
Prune—that perform pruning to accelerate the generation of the
top-𝑘 explanations E∗ based on different aspects of complexities:
the number of patterns, the order of patterns, and the number of
dimensions. Additionally, PatternPrune shares intermediate re-
sults computed from partial data with the other modules, which
enhances the pruning effectiveness of both OrderPrune and Dim-
Prune. The interaction among these three modules forms a Hybrid
Pruning Algorithm (as shown in Algorithm 1).

3.2 Aggregation Function Analysis

We divide the aggregate function into incrementally removable

and independent aggregates based on their properties[11, 55]. An
aggregate is incrementally removable if the updated result, exclud-
ing a subset 𝑠 from inputs 𝑅, can be computed using only 𝑠 . For
example, SUM is incrementally removable as SUM(D-s) = SUM(D) -
SUM(s), with SUM(D) cached. Aggregates like SUM() and COUNT()
and arithmetic expressions based on them are incrementally remov-
able, whereas MIN() and MAX() are independent, meaning input tu-
ples influence the result independently. Next, we first introduce the
optimization of explanation searching for incrementally removable
aggregates, followed by a discussion on independent aggregates.

3.3 PatternPrune: Pattern-level Pruning

Independently calculating the explanation measure for each ex-
planation requires repeated table scans, which is time-consuming.
The intuition behind our pattern-level pruning is that, when con-
sidering only the distance component of our explanation measure,
we can project the Euclidean distance between two sequences in
multi-dimensional space onto one-dimensional space. By utilizing
the additivity of projection distances in one-dimensional space for
non-overlapping explanations, we can avoid the independent com-
putation of the distance measure for each explanation. This allows
us to prune the explanation space based solely on the relation-
ship between the distance component and the explanation measure.

Figure 3: The overall architecture of SDEcho

Therefore, in Section 3.3.1, we first analyze the relationship between
the distance scores corresponding to non-overlapping explanations,
and then in Section 3.3.2, we propose Theorem 1 to perform prun-
ing by leveraging the relationship between the projection distance
and the actual explanation measure.

3.3.1 Bottom-up Computation. As shown in Equation 3, our ex-
planation measure includes a distance score and a penalty factor,
reflecting the explanation’s contribution to sequence differences
and its intrinsic properties. For incrementally removable aggregates,
to reduce computational costs from numerous explanations, we
aim to derive the combined explanation’s distance score directly
from existing ones.

The intuition behind our method is that the Euclidean distance
between sequences under different explanations lacks additivity,
requiring independent computation for each sequence and expla-
nation. However, point-to-point value additivity exists under non-
overlapping explanations. Thus, before calculating the Euclidean
distance, we treat sequences as vectors and analyze additivity in the
context of vector sums. We first define the explanation vector and
use Lemma 1 to prove that explanation vectors of non-overlapping
explanations can be accumulated to obtain the vector of their com-
bined explanation.

Definition 6 (Explanation vector 𝒅𝒆 ). Given an explanation
𝑒 , the explanation vector 𝒅𝒆 is defined as the distance difference vec-
tor under the explanation 𝑒 of two aggregated sequences, i.e., 𝒅𝒆 =
𝑄1 (𝜎𝑒 (𝑅1)) - 𝑄2 (𝜎𝑒 (𝑅2)).

For example, in Figure 1(b), if the explanation 𝑒 is {RF_GHYPE =
’Y’}, 𝒅𝒆 is derived from the point-to-point differences between the
two sequences under the conditions "MRACE31 = 1 and RF_GHYPE
= ’Y’" and "MRACE31=2 and RF_GHYPE=’Y’". The vector has 13
points, each representing the difference in the number of MM cases
between the two sequences for that specific age group.

Lemma 1 (Additivity of explanation vectors). If the expla-
nation 𝑒𝑖 and 𝑒 𝑗 are non-overlapping, and 𝜎𝑒0 (𝐷) = 𝜎𝑒𝑖 (𝐷) ∪𝜎𝑒 𝑗 (𝐷),
then the explanation vector 𝒅𝒆0 = 𝒅𝒆𝒊 + 𝒅𝒆𝒋 .

Proof. Given an explanation 𝑒𝑖 , sequences of Query 𝑄1 on
𝜎𝑒𝑖 (𝑅1) and Query𝑄2 on 𝜎𝑒𝑖 (𝑅2) are denoted as vectors 𝒗𝒊1 and 𝒗𝒊2.
Since 𝑒𝑖 and 𝑒 𝑗 are non-overlapping and 𝜎𝑒0 (𝐷) = 𝜎𝑒𝑖 (𝐷) ∪𝜎𝑒 𝑗 (𝐷),
the vector 𝒗01 from executing the aggregate on explanation 𝑒0 in
relation 𝑅1 is the sum of the vectors from executing the aggregates
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for 𝑒𝑖 and 𝑒 𝑗 in 𝑅1, i.e., 𝒗01 = 𝒗𝒊1 + 𝒗𝒋1, where 𝒗𝒊𝒋 is the vector from
executing the aggregate for 𝑒𝑖 on relation 𝑅 𝑗 . Therefore,

𝒅𝒆0 = 𝒗01 − 𝒗02 = (𝒗𝒊1 + 𝒗𝒋1 ) − (𝒗𝒊2 + 𝒗𝒋2 )
= (𝒗𝒊1 − 𝒗𝒊2 ) + (𝒗𝒋1 − 𝒗𝒋2 ) = 𝒅𝒆𝒊 + 𝒅𝒆𝒋 .

(5)

Based on Lemma 1, the explanation vector corresponding to
the 𝑖-order explanations can be obtained by accumulating the ex-
planation vectors of non-overlapping (𝑖 + 1)-order explanations.
For example, in Figure 4(a), the attribute IP_HEPB has two values,
’Y’ and ’N’. The 2-order explanations 𝑒2 and 𝑒3 correspond to pat-
terns {RF_GHYPE = ’Y’ ∧ IP_HEPB=’Y’} and {RF_GHYPE = ’Y’ ∧
IP_HEPB=’N’} respectively. Since 𝑒2 and 𝑒3 are non-overlapping,
the 1-order explanation 𝑒1 ({RF_GHYPE = ’Y’}) corresponds to the
explanation vector 𝒅𝒆1 , which can be obtained by adding 𝒅𝒆2 and
𝒅𝒆3 as shown in Figure 4(b), i.e., 𝒅𝒆1 = 𝒅𝒆2 + 𝒅𝒆3 .

3.3.2 Pruning using Projection Distance. Given an explanation 𝑒 ,
the explanation vector obtained by aggregating the tuples corre-
sponding to 𝑒 is denoted as 𝒅𝒆 , and the vector for the tuples not
corresponding to 𝑒 is 𝒅¬𝒆 . Since the tuples for both vectors do not
overlap and their union covers all tuples in 𝐷 , based on Lemma
1, the relationship is 𝒅 = 𝒅¬𝒆 + 𝒅𝒆 , where 𝒅 represents the total
aggregate vector for 𝐷 , i.e., 𝒅 = 𝑄1 (𝑅1) - 𝑄2 (𝑅2).

Since the norms of explanation vectors under Euclidean distance
satisfy the triangle inequality—i.e., |𝒅𝒆 + 𝒅¬𝒆 | ≤ |𝒅𝒆 | + |𝒅¬𝒆 |—it is
necessary to recalculate the distance score, dist(𝑄

¬𝑒
1 ,𝑄¬𝑒2 )

dist(𝑠1,𝑠2 ) , for each
explanation 𝑒 . This either requires retaining the original vectors,
increasing time and space complexity, or recalculating the distance.
Additionally, since the explanation measure uses the norm of 𝒅¬𝒆 ,
the original vectors must still be kept. To address this, we convert
the Euclidean distance calculation to a projection distance, leverag-
ing additivity—where 𝒅 = 𝒅𝒆 + 𝒅¬𝒆 and the projection of 𝒅𝒆 onto 𝒅
plus the projection of 𝒅¬𝒆 onto 𝒅 equals |𝒅 | = 𝑑

𝑝
𝑒 +𝑑

𝑝
¬𝑒 . By applying

Theorem 1, we can compute the projection distance efficiently and
use it to prune explanations during the search.

Theorem 1. For an explanation 𝑒 , the lower bound of its 𝛾 is
|𝒅 |−𝑑𝑝

𝑒

dist(𝑠1,𝑠2 ) , where 𝑑
𝑝
𝑒 is the projection distance of 𝒅𝒆 onto 𝒅.

Proof. Given a pair of aggregated sequences, considering the
lower bound of the penalty factor𝜓𝑒 (𝑅1, 𝑅2) is 1, and the distance
dist(𝑠1, 𝑠2) remains constant, we scale the score function as follows:

𝛾 (𝑒, 𝑠1, 𝑠2 ) =
dist

(︁
𝑄¬𝑒1 ,𝑄¬𝑒2

)︁
dist(𝑠1, 𝑠2 )

∗𝜓𝑒 (𝑅1, 𝑅2 )

≥
dist(𝑄¬𝑒1 ,𝑄¬𝑒2 )
dist(𝑠1, 𝑠2 )

=
dist(𝑄1 − 𝑄𝑒

1 ,𝑄2 − 𝑄𝑒
2 )

dist(𝑠1, 𝑠2 )
.

(6)

Since dist(𝑄¬𝑒1 , 𝑄¬𝑒2 ) = |𝒅¬𝒆 |, we convert the lower bound into a
vector for calculation:

𝛾 (𝑒, 𝑠1, 𝑠2 ) ≥
|𝒅¬𝒆 |

dist(𝑠1, 𝑠2 )
≥ |𝒅 | − 𝑑𝑝𝑒

dist(𝑠1, 𝑠2 )
=

𝑑 − 𝑑𝑝𝑒
dist(𝑠1, 𝑠2 )

, (7)

where 𝑑 is the original distance between 𝑠1 and 𝑠2, i.e., 𝑑 =
dist(𝑄1 (𝑅1), 𝑄2 (𝑅2)).

Based on the additivity of projection distance and the lower
bound of explanation measures, our pattern-level pruning strategy

Figure 4: Pattern-level pruning

calculates the projection distance for the highest-order explanations.
Using the cube operation, we then compute projection distances for
all explanations and sort them in descending order. Bymaintaining a
min-heap of size 𝑘 , we store the current top-𝑘 explanation measures
and apply the lower bound (Equation 7) to efficiently prune the
sorted explanations, ultimately obtaining the top-𝑘 explanations.

Example 3. As shown in Figure 4(a), given the explain-by at-
tributes A = {RF_GHYPE, IP_HEPB}, we first calculate the projection
distance for the highest-order explanations (second-order). For exam-
ple, 𝑒2 = {RF_GHYPE = ’Y’ ∧ IP_HEPB = ’Y’ } with 𝑑𝑝𝑒2 = 3.2. Using the
additivity of projection distance, we calculate and sort the projection
distances of all explanations via cube operations. For instance, the
projection distance of 𝑒1 is 𝑑𝑝𝑒1 = 𝑑

𝑝
𝑒2 + 𝑑

𝑝
𝑒3 . Based on the smallest

score in the current min-heap, we calculate the projection distance
threshold as 3.1 using Equation 7. Therefore, only 𝑒1 and 𝑒2 remain,
while explanations like 𝑒3 and 𝑒4 are pruned.

Our projection distance-based pruning has a strong geometric
significance: taking 𝑒3 in Figure 4(b) as an example, the module
of the desired 𝒅¬𝒆3 is related to its projection distance 𝑑𝑝¬𝑒3 , while
the module of the original sequence distance vector 𝒅 remains
constant. Since 𝑑𝑝¬𝑒3 = |𝒅 | − 𝑑𝑝𝑒3 , |𝒅¬𝒆3 | and |𝒅𝒆3 | are negatively
correlated. This means that the larger the projection distance 𝑑𝑝𝑒
of an explanation 𝑒 , the smaller its final distance score may be,
increasing the likelihood of it being among the top-𝑘 explanations,
as shown in Figure 4(c).
Takeaway. Our method leverages the additive property of projec-
tion distances to simplify calculations, achieving fast computation
by scanning the table only once. Additionally, we employ a lower-
bound pruning technique that terminates the traversal early when
the projection distance falls below a specified threshold, thereby
enhancing overall efficiency.

3.4 OrderPrune: Order-level Pruning

As discussed in Section 3.1, the large number of attribute com-
binations is a bottleneck in our pipeline. Order-level pruning is
designed to address this by determining the maximum order within
the top-𝑘 explanations, helping SDEcho avoid computing projec-
tion distances for all explanations starting from the highest-order
ones.

High-level Idea. Our intuition behind Order-level pruning is
that the deletion of a small number of tuples is unlikely to cause
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significant changes in the sequence difference. Taking COUNT() as
an example, if an explanation 𝑒 only encompasses 3 tuples, i.e.,
|𝜎𝑒 (𝐷) | = 3, the change in the sequence distance affected by this
explanation cannot exceed 3. Obviously, the higher the order of the
explanation, the fewer tuples will meet the explanation predicate.
Excessively high-order explanations can only affect a handful of
tuples and are insufficient to make the distance exceed the threshold
of the top-𝑘 explanations.

Theorem 2. Given an explanation 𝑒𝑖 , the lower bound for the dis-
tance reduction under it is |𝒅 |−∑︁𝑛

𝑖=1 (𝑄1 ( |𝜎𝑒𝑖𝑅1 |) [𝑖]+𝑄2 ( |𝜎𝑒𝑖𝑅2 |) [𝑖]),
where 𝑛 is the sequence length, |𝜎𝑒𝑖𝑅1 | and |𝜎𝑒𝑖𝑅2 | are the absolute
values of aggregated attributes in 𝜎𝑒𝑖𝑅1 and 𝜎𝑒𝑖𝑅2.

Proof. As discussed in Section 3.3, the explanation vector satis-
fies |𝒅¬𝒆𝒊 | = |𝒅 − 𝒅𝒆𝒊 | ≥ |𝒅 | − |𝒅𝒆𝒊 |, based on Lemma 1, the upper
bound of |𝒅𝒆𝒊 | is:

|𝒅𝒆𝒊 | = |𝒗𝒊1 − 𝒗𝒊2 | ≤ |𝒗𝒊1 | + |𝒗𝒊2 |

=

⌜⎷
𝑛∑︂
𝑖=1

𝑄1 (𝜎𝑒𝑖𝑅1 ) [𝑖 ]2 +

⌜⎷
𝑛∑︂
𝑖=1

𝑄2 (𝜎𝑒𝑖𝑅2 ) [𝑖 ]2

≤
𝑛∑︂
𝑖=1
|𝑄1 (𝜎𝑒𝑖𝑅1 ) [𝑖 ] | +

𝑛∑︂
𝑖=1
|𝑄2 (𝜎𝑒𝑖𝑅2 ) [𝑖 ] |

≤
𝑛∑︂
𝑖=1

𝑄1 ( |𝜎𝑒𝑖𝑅1 | ) [𝑖 ] +
𝑛∑︂
𝑖=1

𝑄2 ( |𝜎𝑒𝑖𝑅2 | ) [𝑖 ] .

(8)

Therefore, the lower bound of |𝒅¬𝒆 | is:
|𝒅¬𝒆𝒊 | ≥ |𝒅 | − |𝒅𝒆𝒊 |

≥ |𝒅 | −
𝑛∑︂
𝑖=1
(𝑄1 ( |𝜎𝑒𝑖𝑅1 | ) [𝑖 ] +𝑄2 ( |𝜎𝑒𝑖𝑅2 | ) [𝑖 ] ) .

(9)

The lower bound decreases as the number of tuples affected
by explanation 𝑒 increases. When the affected tuples are few, the
potential for distance reduction is limited. Therefore, based on
Theorem 1 and Theorem 2, we use the distance reduction of the
current top-𝑘 explanations as a pruning threshold for explanations
of a certain order. If the lower bound of an explanation meets the
threshold, higher-order explanations under this explanation can
be pruned; otherwise, we continue drilling down to higher-order
explanations until the threshold is met.
Practical Consideration. We use the explanation measures of
the top-𝑘 explanations from first-order explanations as the thresh-
old, starting order pruning from the third order, for the following
reasons: (1) According to [11], most practical explanations are es-
sentially third-order, so higher-order explanations can be pruned.
(2) The number of first-order explanations is much smaller than
second- and third-order ones, reducing computational costs. (3)
The initial threshold will be updated as more explanations are com-
puted, so high accuracy is not needed at the start. (4) Dimension
pruning in subsequent steps relies on statistical information from
first-order explanations, as detailed in Section 3.5.

Example 4. As shown in Figure 5(a), the explain-by attribute set
A is {RF_GHYPE, IP_HEPB, RF_PPTERM, Steroids }. Instead of calcu-
lating the explanation distance scores starting from the fourth order,
we first compute the top-𝑘 explanations of all first-order explanations.
According to Theorem 1, we take the maximum score 𝛾 from the top-𝑘

Figure 5: Order-level pruning

explanations as the threshold (threshold = 2.7). Then, based on Theo-
rem 2, we calculate the distance score for all third-order explanations.
For example, when calculating the explanation 𝑒𝑖 = {RF_GHYPE = ’Y’
∧ IP_HEPB = ’N’ ∧ RF_PPTERM = ’N’ }, if |𝑑¬𝑒𝑖 | > 2.5 (less than the
threshold), it cannot be pruned. Therefore, it is necessary to calculate
from the top down to determine whether the fourth-order explanations
based on 𝑒𝑖 , {RF_GHYPE = ’Y’ ∧ IP_HEPB = ’N’ ∧ RF_PPTERM = ’N’ ∧
Steroids = ’Y’} and {RF_GHYPE = ’Y’ ∧ IP_HEPB = ’N’ ∧ RF_PPTERM
= ’N’ ∧ Steroids = ’N’ }, can be pruned.

Takeaway. Combining pattern-level pruning, we implemented an
explanation search method that integrates bottom-up computation
with top-down searching. Order-level pruning uses attribute car-
dinality to determine the maximum order 𝑂 , starting calculations
from the 𝑂-th order bottom-up. For explanations of order higher
than 𝑂 , based on Theorem 2, if their maximum potential impact
on sequence differences exceeds a threshold, we apply top-down
searching approach until it falls below the threshold, ensuring no
top-𝑘 explanations are missed and preserving pruning precision.

3.5 DimPrune: Dimension-level Pruning

As discussed in Section 3.1, a large number of explain-by attributes
|A| slows down explanation searching. In this subsection, we uti-
lize the cardinality of dimensions and functional dependencies to
perform pruning at the dimension granularity.

(1) Leveraging Cardinality.We sort dimensions in ascending
order by cardinality, as explanations with larger cardinalities affect
fewer tuples and may have less impact on distance reduction, per
Theorem 2. To avoid an excessive number of patterns from consid-
ering all dimensions together, we treat high-cardinality dimensions
separately. Instead of pruning all explanations at a certain order
using the lower bound from Theorem 2, we prune all first-order
explanations under a certain explain-by attribute. If all explana-
tions under a dimension meet the criteria, subsequent searches can
disregard that dimension, similar to order-level pruning.

(2) Leveraging Functional Dependencies. Analyzing meta-
data for functional dependencies can effectively prevent explana-
tions from becoming too rich and can be used for dimension prun-
ing. When there are many dimensions, we can follow the approach
described in [11] to prune using functional dependencies. Given
dimensions 𝑎𝑖 and 𝑎 𝑗 , if 𝑎𝑖 functionally determines 𝑎 𝑗 , meaning
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Figure 6: Hybrid pruning

that tuples containing 𝑥 ∈ 𝑎𝑖 also necessarily contain a particular
attribute 𝑦 ∈ 𝑎 𝑗 , this is denoted as 𝑎𝑖 → 𝑎 𝑗 . When 𝑎𝑖 → 𝑎 𝑗 , we can
ignore explanations that include both 𝑎𝑖 and 𝑎 𝑗 . Furthermore, when
𝑎𝑖 → 𝑎 𝑗 and 𝑎 𝑗 → 𝑎𝑖 , there is no need to consider explanations
that include 𝑎𝑖 .

3.6 Putting Things Together: Hybrid Pruning

So far, we have proposed three pruning methods mentioned above,
targeting pattern, order, and dimension pruning respectively. To
further optimize, we adjust the pruning order based on the charac-
teristics of each pruning method to perform hybrid pruning.

As discussed in Section 3.4, dimension-level and order-level prun-
ing use Theorem 2 to compute the lower bound of distance reduc-
tion, denoted as |𝑑¬𝑒 |. Then, using Theorem 1, the threshold com-
puted on a subset of the data is compared with this lower bound to
determine whether pruning can be performed. The smaller the pro-
vided threshold, the more aggressive the pruning. Our high-level
idea is to use Pattern-level pruning on a small set of explanations
to generate a tighter threshold, guiding order-level and dimension-
level pruning for better results. Finally, we consider all explanations
based on the remaining dimensions and unpruned explanations to
return the global top-𝑘 explanations.

Our hybrid pruning process is illustrated in Figure 6, with the
algorithm details provided in Algorithm 1. Due to Theorem 2, which
relates the number of tuples corresponding to an explanation and
|𝑑¬𝑒 |, we first sort and partition the explain-by attributes according
to their cardinality (line 1 to 2). We generate explanations from the
dimension set with smaller cardinalities and perform pattern-level
pruning to return the local top-𝑘 explanations (line 5 to 7). This
process tends to yield greater distance reduction, as discussed in
Section 3.5 regarding cardinality, while also ensuring that the num-
ber of subsets handled by the pattern-level pruning is minimized.
For example, in Figure 6(a), "RF_GHYPE" has a cardinality of 2,
with only "Y" and "N" as values. Thus, the number of explanations
generated by this type of attribute is small, allowing us to quickly
obtain the top-𝑘 explanations using pattern-level pruning.

Next, we use the local top-𝑘 explanations to perform dimension-
level pruning and order-level pruning on the attributes with larger

Algorithm 1: Top-𝑘 Explanation Searching
Input: sequences 𝑠1 and 𝑠2,𝑄 , 𝐸 = [ ], A
Output: Top-𝑘 explanations E∗

1 sort(A) ; // by Cardinality

2 [A𝑖 ]← partition(A)
3 𝛾∗ ← 0, 𝐸 ← []
4 for A𝑖 in [A𝑖 ] do
5 if 𝑖 = 0 then
6 𝐸0 ← FindExplanations(𝛽 = 1, A1)
7 E0 ← PatternPrune(𝐸, 𝛾∗)
8 else

9 A𝑖 ← DimPrune(A𝑖 , 𝛾∗)
10 𝐸𝑖 ← OrderPrune(𝛾∗, FindExplanations(A𝑖 ))

11 Update(𝛾∗)
12 𝐸.append(𝐸𝑖 )

13 E∗ ← PatternPrune(𝐸)
14 return E∗

cardinalities (line 9 to 10). We then combine the unpruned explana-
tions with those generated from the smaller cardinality dimensions
(line 12). Using pattern-level pruning again (line 13), we obtain
the global top-𝑘 explanations. For example, in Figure 6(b), after
dimension and order pruning, only the explanations composed
of "steroids" and "RF_CESARN" remain. We combine this set of
explanations with the explanations from Figure 6(a) to form the
explanation set 𝐸, as shown in Figure 6(c). We then perform pattern-
level pruning on 𝐸 to obtain the final top-𝑘 explanations E∗.

Since unpruned explanations from both high-cardinality and
low-cardinality attributes are combined, SDEcho ensures no po-
tential global top-𝑘 explanations are missed, pruning only those
not included in the final top-𝑘 results. Additionally, because the
threshold is continuously updated, dimension partitioning does not
directly impact pruning effectiveness. This partition-and-merge
approach also facilitates the parallel expansion of SDEcho.
Time Complexity Analysis. Aligning with the notation used in
the analysis of the naive method in Section 3.1, we begin by par-
titioning dimensions based on their cardinalities. For a subset of
𝑎 dimensions (𝑎 < |A|), we calculate the projection distance of
highest-order explanations in 𝑂 (𝑟 ). Then, using a cube operation,
we compute the projection distances of all explanations with a com-
plexity of 𝑂 (2𝑎 · 𝑐𝑎). Based on Theorem 1, we prune to obtain the
top-𝑘 explanations costing𝑂 (𝑝 · 𝑟 ), where 𝑝 is the number of expla-
nations requiring the exact explanation measure. Next, within the
remaining |A| − 𝑎 dimensions, we perform dimension pruning at
𝑂 (( |A|−𝑎)𝑟 +(|A|−𝑎)𝑐), reducing the number of dimensions to𝐴′
(𝐴′ < |A| −𝑎). Assuming an estimated order𝑀 , order pruning then
takes𝑂 (𝐴′𝑀 · 𝑐𝐴′ ). The remaining 𝑁 explanations (𝑁 ≪ 𝐴′𝑀 · 𝑐𝐴′ )
are combined with the previously pruned explanations, and the
global top-𝑘 explanations are obtained using the above steps with a
cost of 𝑂 (2𝑎 · 𝑐𝑎 · 𝑁 + 𝑝 · 𝑟 ). The overall time complexity of hybrid
pruning is𝑂 (2𝑎 ·𝑐𝑎 ·𝑁 +((𝑝+|A|−𝑎)𝑟+(|A|−𝑎)𝑐+𝐴′𝑀 ·𝑐𝐴′ )), effec-
tively reducing exponential table scans to polynomial levels. Exper-
iments validate that our pattern pruning using projection distance
is highly effective, requiring only a small number of explanations 𝑝
to be computed with the exact explanation measure. Additionally,
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columns with higher cardinality 𝑐 are more likely to be pruned in
the dimension pruning step, further reducing 𝐴′. Ideally, according
to practical considerations in [11], under𝑀 = 3, the complexity can
be optimized to𝑂 (2𝑎 ·𝑐𝑎 ·𝑁 +((𝑝+ |A|−𝑎)𝑟 +(|A|−𝑎)𝑐+𝐴′3 ·𝑐𝐴′ )).

3.7 Optimization for Independent Aggregates

Although independent aggregates lack the "removable" feature of
incrementally removable aggregates and the aggregate result is
determined by only a few tuples, making their complexity much
smaller compared to incrementally removable aggregates, we still
provide a computation strategy for independent aggregates such
as min and max to quickly obtain the top-𝑘 explanations without
repeatedly scanning the table. We first identify all tuples on 𝑅1 and
𝑅2 that take the output value and project these tuples ontoA as the
highest-order explanations. These highest-order explanations can
be used to enumerate all explanation candidates to calculate scores
and output. The magnitude of the highest-order explanations is
relatively low, making the computational complexity acceptable.
Given explanations 𝑒1 and 𝑒2, with 𝜎𝑒1 (𝐷) ⊆ 𝜎𝑒2 (𝐷), thus (𝐷 −
𝜎𝑒1 (𝐷)) = (𝐷 − 𝜎𝑒2 (𝐷) ∪ (𝜎𝑒2 (𝐷) − 𝜎𝑒1 (𝐷))), we can utilize the
following equation for further computational optimization:

F(𝐷 − 𝜎𝑒1 (𝐷 ) ) = F(F(𝐷 − 𝜎𝑒2 (𝐷 ) ), F(𝜎𝑒2 (𝐷 ) − 𝜎𝑒1 (𝐷 ) ) ) (10)

By leveraging the inclusion relationships between explanations, we
can utilize the results on known explanations and the differences
between explanations to compute the independent aggregate results
quickly. This approach eliminates the need to traverse the entire
table, significantly reducing computational overhead.

3.8 Discussion

The design of SDEcho aims to provide top-𝑘 explanations of se-
quence differences based on intervention-based methods, allowing
users to delve deeper into the insights provided by its outputs. SDE-
cho can serve as a general component for computing pattern-based
explanations, supporting explanation searches, and potentially ex-
tending to various customizations. For instance, SDEcho can be
extended to support predicates with other operations, such as ">"
or "<," simply by modifying the cube operations within the pattern-
level pruning. Additionally, users can introduce user-specified diver-
sity metrics (e.g., Simpson index and Shannon entropy)[19, 24, 56]
to derive diverse top-𝑘 explanations from the output of 2𝑘 expla-
nations, with minimal time overhead through submodular opti-
mization. Furthermore, users can leverage causal Directed Acyclic
Graphs (DAGs) to incorporate knowledge and conduct rapid expla-
nation searches on dimensions with causal relationships, thereby
making explanations more logical.

4 EXPERIMENTS

We evaluate SDEcho by conducting comprehensive experiments to
answer the following research questions:

• RQ1: Can SDEcho accurately yield explanations for the differ-
ences between aggregated sequences?

• RQ2: How does SDEcho scale with increasing data volume and
dimension compared to existing work?

• RQ3: How can SDEcho facilitate end users in data analysis?

4.1 Datasets

The experiments are conducted on the following three widely used
datasets[11, 45, 50].
TPC-H. We use dbgen and qgen from the TPC-H benchmark to
generate instances and queries at scales {0.001, 0.005, 0.01, 0.05, 0.1}.
This dataset benchmarks decision support systems with complex,
business-oriented queries. For our experiments, we selected group-
by queries and modified the where conditions to generate paired
aggregation sequences, enabling us to evaluate SDEcho’s scalability.
CMS. The Center for Medicare Studies (CMS) dataset[2] contains
1.1 million records (1GB) detailing payments from pharmaceutical
and biotech companies to doctors. We focus on its temporal, finan-
cial, and demographic dimensions to generate paired aggregation
sequences through queries, such as comparing monthly payments
from 2021 and 2022. This helps assess our method’s response speed
under high dimensionality and data volume.
Natality. The 2022 U.S. Natality dataset from the National Center
for Health Statistics (NCHS)[5] contains 3.6 million anonymized en-
tries (4.6GB) with 233 attributes. These cover maternal details (e.g.,
race, smoking, medical conditions), delivery characteristics, and
newborn health. We generated 100 pairs of aggregated sequences
for our experiments, such as comparingMM cases across age ranges
and races, as discussed in Section 1.

4.2 Benchmark

Confidence in explanation. To more fairly evaluate whether our
explanation measure is better suited for aggregated sequence dif-
ference explanation scenarios compared to those used in other
works[11, 15, 45, 53, 55], we conduct a quantitative analysis of the
confidence of the explanations. To our best knowledge, there is no
off-the-shelf benchmark for explaining the aggregated sequence
difference. The lack of a gold standard for explanations poses signif-
icant challenges in this field of research[25]. To address this issue,
we constructed a benchmark tailored to explain scenarios involving
differences in aggregated sequences. In our benchmark, the ground
truth consists of the tuples that cause the sequence differences.
Since this paper focuses on pattern-based explanations, the ground
truth is the pattern and its corresponding tuples.

Our high-level idea involves inserting tuples at the pattern level
into two co-occurring sequences that initially have a distance of
zero within the same frame. If these sequences exhibit a difference
after the insertion, the inserted pattern (i.e., the tuples correspond-
ing to that pattern) serves as the ground truth for explaining the
differences between the two sequences. Considering that differ-
ences in real-world sequences may accumulate from the insertion
of multiple patterns, we assess the contribution of each pattern by
examining the distance between the sequences after each pattern
is inserted independently. We treat the set of inserted patterns and
their respective contributions as the ground truth. We constructed
our benchmark using the TPC-H dataset and utilized the data gen-
eration tool dbgen to generate the tuple sets corresponding to the
inserted patterns. We denote the inserted pattern and its contribu-
tion as 𝑝𝑖 and Δ𝑝𝑖 . Based on the sequence pairs generated through
the above process and their corresponding inserted patterns, we
consider how to compare our top-𝑘 explanations for these two
sequences with the inserted patterns.
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As most explanation engines[11, 15, 35] focus on top-𝑘 explana-
tions, we draw inspiration from the information retrieval commu-
nity. We refer to a commonly used measure for ranking quality in
information retrieval, discounted cumulative gain (DCG)[29], to
assess the similarity between our top-𝑘 explanations and the cor-
responding tuples set of the ground truth, using 𝑘 as a weighting
factor. Given the inserted patterns 𝑃 (𝑃 = 𝑝1, 𝑝2, ..., 𝑝𝑚) and the
top-𝑘 explanations E∗ generated by the explanation engine, we
employ the Jaccard index J to measure the similarity between the
sets of tuples corresponding to different patterns. Our explanation
confidence (EC) score is as follows:

𝐸𝐶 (𝑃, E∗) =
𝑚∑︂
𝑖=1

𝑘∑︂
𝑗=1

|Δ𝑝𝑖 |J (𝑒 𝑗 , 𝑝𝑖 )
log2 ( 𝑗 + 1)

. (11)

To simplify the experiment, we ignore the interactions among
inserted patterns, counting each independently inserted pattern’s
contribution when the aggregate sequence difference is 0. In this
scenario, the rank 1 explanation measure still shows stronger ex-
planatory ability than other measures. To fairly compare the ex-
planatory abilities of different measures, we replace the Jaccard
index with multiple measures such as Precision and F1-score. We
evaluate the quality of explanations from various engines using
these measures.

4.3 Baselines

We compare SDEcho against two baseline sets: one evaluates expla-
nation confidence using different measures, and the other compares
explanation search efficiency with explanation engines. Addition-
ally, we compare SDEcho with a class of methods that first perform
dimension reduction before explanation searching. We refer to this
class of methods as the two-step method.

Explanation Measures. We organize commonly used explanation
measures from existing work as baselines, including difference
measures for analyzing disparities between two relations such as
Absolute Change[15], Risk Ratio[11], Diagnosis Cost[53], and
Influence[55]. Additionally, we include measures for explaining
aggregate results of a single relation, such as Aggravation[45] and
Intervention[45]. To create a single sequence, we subtract one
aggregated sequence from another and apply these measures with
parameter settings from the original papers.

Explanation Engines. (1) BOE[35] is an explanation engine that
employs Bayesian optimization to search for explanations across
user-defined explanation measures. (2) DIFF[11] is a relational
aggregation operator that introduces logical and physical optimiza-
tions for explanation searches in high-dimensional, high-volume
data. (3) TSE[15] identifies key performance indicators for a sin-
gle aggregated time series. (4) Additionally, we implemented an
equivalent explanation search effect as a baseline using SQL in
Postgres. To ensure a fair comparison, all baselines will use the
same explanation measure as SDEcho.

Two-step methods. Two-step methods first reduce dimensions and
then search for explanations within the resulting dimensions. We
surveyed two dimension reduction techniques: (1) XInsight[38],
a multi-step explanation engine that learns causal graphs from
data with faithfulness violations, using the output from its second
module, Xtranslator, as the basis for explanation searching; and (2)
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Figure 7: Explanation confidence comparison with explanation mea-

sures baselines under different #inserted patterns.
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Figure 8: Explanation confidence comparison with explanation mea-

sures baselines under different k.

PCA[54], a standard dimension reduction method that transforms
data into a new coordinate system aligned with maximum variance.
We implemented Sparse PCA using scikit-learn[43].

All experiments are conducted on a computer running Ubuntu
18.04 64-bit, with an Intel(R) Xeon(R) E5-2620 v2 @ 2.10 GHz * 24
CPU, 64 GB RAM, and a 2 TB disk.

4.4 Quality of Top-𝑘 Explanations (RQ1)

To evaluate the explanation confidence of SDEcho, we compare our
measure 𝛾 with baseline measures using the benchmark in Section
4.2. We analyze SDEcho’s explanation confidence under varying
#inserted patterns and assess the impact of 𝑘 on the quality of the
top-𝑘 explanation lists produced by nearly all explanation engines.

4.4.1 Explanation Confidence on Varying #inserted Patterns and
𝑘 . For each query pair and its corresponding ground truth, we
compute EC for each measure based on Equation(11), normalizing
the results based on the highest confidence across all measures. The
average normalized explanation confidence (ANEC) under varying
#inserted patterns and 𝑘 is shown in Figure 7 and Figure 8. Our
explanation measure consistently achieves the highest scores across
different pattern similarity measures.

Explanation measures that only consider the impact of patterns
on sequence difference, such as Intervention, Aggravation, and
Absolute change, show a decline in explanation confidence relative
to our explanation measure as #inserted patterns increase. This is
because, as more patterns are inserted, the scenarios more closely
mimic real-world situations that cause sequence differences. These
measures do not account for the number of tuples associated with
each explanation, which can lead to top-𝑘 explanations that are
redundant and contain many tuples, including those related to the
ground truth, thus reducing explanation confidence. Measures like
Risk ratio, Diagnosis-cost, and Influence are designed to explain
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differences between two relations. To explain sequence differences,
we aim tomaximize the sum of explanationmeasures through point-
by-point comparisons within the sequence pair. Our explanation
measure accounts for both the impact of patterns on sequence
differences and the number of tuples within those patterns. As a
result, it provides concise explanations and demonstrates stable,
robust explanatory power compared to other measures.
Answer to RQ1: SDEcho consistently demonstrates higher ex-
planation confidence than other methods. It maintains superior
performance even as #inserted pattern and 𝑘 vary. This stability
highlights SDEcho’s effectiveness in providing accurate explana-
tions for differences between aggregated sequences.

4.5 Efficiency Evaluation of SDEcho (RQ2)

We evaluate SDEcho’s performance by measuring query workload
times across three datasets and analyzing the effects of the number
of dimensions (#Dim) and explanation size (𝑘) on search time. Ad-
ditionally, we perform ablation studies on SDEcho’s components
and compare it with two-step methods. All experiments are subject
to a three-hour time-out, marked by a dashed line.

4.5.1 End-to-end Time Cost. Since Postgres and TSE perform ex-
act computations under our explanation measure (e.g., Postgres
enumerates all possible explanations and outputs the top-𝑘), while
DIFF and BOE provide approximate solutions (e.g., DIFF finds up to
third-order explanations through hard coding), Postgres and TSE
can require significant time, with some query pairs taking over 3
hours to solve. Therefore, we extract a small-scale query workload
from the three datasets for comparison with Postgres and TSE.
Time Cost on Varying #Dim. As shown in Figure 9(a), 9(b), and
9(c), we collected explanation search times across different datasets
with varying #Dim (the number of explain-by attributes), setting 𝑘
= 5 for all methods. As #Dim increases, search times for all baselines
significantly exceed those of SDEcho. Specifically, at #Dim = 6, our
method offers a 30× and 600× speedup over TSE and Postgres,
respectively. Even against approximate methods, SDEcho achieves
a 10× and 60× speedup over DIFF and BOE, respectively, while
maintaining exact computations at #Dim = 8. Moreover, when #Dim
exceeds 10, most baselines time out, while SDEcho continues to
operate efficiently.
Time Cost on Varying 𝑘 . As shown in Figure 9(e), except for
BOE, the change of 𝑘 does not have a significant impact on the
performance of most methods (including SDEcho). This is because
these methods primarily maintain a min-heap of size 𝑘 , resulting
in minimal overhead as 𝑘 ranges from 1 to 100. In contrast, for
BOE, the sampling convergence time fluctuates with different out-
put explanation sizes. As 𝑘 increases, the Tree-structured Parzen
Estimator (TPE) in BOE requires more samples and iterations to
ensure the accuracy of the top-𝑘 list.

4.5.2 Effectiveness of SDEcho Components. Time Cost on Vary-

ing #Dim. As illustrated in Figure 10(a), we conducted an ablation
study on SDEcho. Pattern-level pruning demonstrates the most sub-
stantial optimization. When #Dim ≤ 10, the explanation search time
with only pattern-level pruning is comparable to that of SDEcho,
underscoring its critical role. When #Dim exceeds 10, dimension-
level pruning can eliminate dimensions with large cardinality, while

order-level pruning removes higher-order explanations with mini-
mal impact on sequence differences, enhancing search efficiency in
high-dimensional data spaces.

4.5.3 Scalability. We generated TPC-H datasets of varying sizes
using dbgen and evaluated the time costs of different explanation en-
gines. As shown in Figure 9(d), SDEcho outperforms other engines,
achieving efficiency improvements of ×23 and ×55 over approxi-
mate methods like DIFF and BOE at scale 0.1, and nearly ×10 over
exact methods like Postgres and TSE. As shown in Figure 10(b),
pattern-level pruning plays the most significant role in pruning.

4.5.4 Comparison with Two-step Methods. To investigate the rela-
tionship between two-step methods and SDEcho, we collected the
time costs for both stages of the two-step methods: the dimension
reduction phase and the explanation searching phase. Subsequently,
we compared the explanation confidence of the top-𝑘 explanations
generated by these methods using our benchmark.

PCA’s principal components are often difficult to interpret due to
non-zero weights across all features. To enhance interpretability, we
used sparse PCA, which retains high variance while ensuring each
component includes only a few significant features. We performed
dimension reduction on 11 dimensions using sparse PCA. Figure
11(a) shows the components extracted by sparse PCA. Although it
is more sparse than PCA components, the explanation composed of
the original dimensions is still difficult to map to the principal com-
ponents. For example, when "components" is set to 3, cmpt_2 and
cmpt_3 are both composed of the dimension set {partkey, shipdate,
commitdate, receiptdate}. Since the original data has changed, the
predicate combination composed of the principal components is
difficult to understand and is not suitable for our explanation task.

As shown in Figure 11(b), we compared the efficiency and ex-
planation confidence of the XInsight-based two-step method and
SDEcho on TPC-H across various scales. With increasing scale,
XInsight’s training time rises significantly, surpassing SDEcho’s
explanation searching time. At scale = 0.05, XInsight times out. In
contrast, SDEcho consistently incurs lower time costs while achiev-
ing higher explanation confidence for top-𝑘 explanations. This is
because the two-step method performs explanation searches within
a limited explanation space after dimension reduction.
Answer to RQ2: Our experiments demonstrate that SDEcho signif-
icantly outperforms existing methods in efficiency and scalability.
It achieves substantial speedups as #Dim increases, maintaining
high efficiency even as data volume scales. Compared to two-step
methods, SDEcho provides accurate and rapid explanations online.
Our ablation studies highlight the importance of pattern-level prun-
ing, especially in high-dimensional contexts, reinforcing SDEcho’s
advantages for large-scale data analysis.

4.6 Empirical Studies (RQ3)

This section presents a user study and case study utilizing the
Natality dataset. We invited external experts to evaluate SDEcho’s
utility and provide a case study demonstrating how SDEcho-derived
answers to "why" questions can relate to actual research outcomes.

4.6.1 Case Study. We used SDEcho to address Oliver’s problem
discussed in Section 1. Figure 12 demonstrates the usage of SDEcho,
showcasing a portion of its outputs. By revealing how SDEcho’s
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Figure 9: Efficiency comparison with explanation engine baselines across various datasets.

Figure 10: Ablation study of SDEcho.

Figure 11: Comparison with two-step methods. (×: time-out)

output aligns with conclusions from relevant real-world studies,
we illustrate that SDEcho can assist users in conducting sequence
comparison analysis.

As discussed in Section 1, due to the high dimensionality of
the natality22_MM dataset, the user randomly selected several
dimension sets, such as Risk Factors, Infections Present, etc., en-
compassing a total of 18 dimensions like F_PDIAB and RF_GDIAB.
Users only need to use the SDEcho operator in Postgres, specifying
the queries corresponding to the two sequences to be compared
and the explain-by attributes. SDEcho returns the top 10 expla-
nations in just 2.9s. We found that some of SDEcho’s outputs are
similar to research reports on this issue published by institutions
like Yale Medicine[9] and the U.S. Department of Health & Human
Services[8]. SDEcho enables users to perform aggregated sequence
comparison analysis efficiently, requiring no prior knowledge.

4.6.2 User Study. We conducted a user study for the Natality
dataset to investigate (S1) whether SDEcho provides meaningful
explanations and (S2) whether SDEcho reduces the amount of time
a user needs to find explanations.

Query: Why do black and white women differ in Maternal Morbidity
between the ages of 19 and 49?

Syphilis = “N” ∧
Hepatitis B = “N”

Pre-pregnancy Diabetes
= “N” ∧ Hypertension 
Eclampsia = “N”

Month Prenatal Care 
Began Recode = 1

Top Explanations

1

5

8

…These can include viral infections (e.g., 
influenza, viral hepatitis, rubella, human 
immunodeficiency virus or HIV) as well as 
bacterial infections (e.g., tuberculosis, 
listeriosis, urinary tract infections, gonorrhea, 
syphilis, …

Search time: 2903.355 ms

“Heart disease and stroke are leading causes 
of maternal mortality, …, hypertension, which 
affects a growing number of Americans, can 
lead to preeclampsia, a condition marked by 
high blood pressure proteinuria (protein in the 
urine), …

MMRCs identified several factors … provider 
(e.g., lack of continuity of care), …

imdb =# SDEcho
imdb =# [
imdb =# SELECT MAGER14, count(*) AS MM FROM natality22_MM
imdb =# WHERE MRACE31=1 and MAGER14 >= 7 and MAGER14 <= 12 GROUP BY 
MAGER14 ORDER BY MAGER14, 
imdb =# SELECT MAGER14, count(*) AS MM FROM natality22_MM
imdb =# WHERE MRACE31=2 and MAGER14 >= 7 and MAGER14 <= 12 GROUP BY 
MAGER14 ORDER BY MAGER14
imdb =# ]
imdb =# on [RF_PDIAB, RF_GDIAB, RF_PHYPE, RF_GHYPE … …];

Yale Medicine

HHS

Figure 12: A real-world case of SDEcho

Participants. There were 20 participants1—6 with medical back-
grounds and 14 from non-medical fields. All participants had prior
SQL experience, enabling them to complete the tasks. The six with
medical backgrounds formed the "expert" group, while the remain-
ing 14 were randomly assigned to the "treatment" or "control"
groups, with 7 participants in each.
Tasks.We first introduced all participants to the Natality schema
and explained the meaning of each field. We prepared six pairs of
aggregated sequences derived from SQL, along with corresponding
"why" questions. Participants were shown the visualized results
and raw data, then asked to find and submit the top-5 explanations
for each question within 20 minutes.

Only the "treatment" group received the top-10 shuffled expla-
nations generated by SDEcho beforehand and were informed of
their potential inaccuracy, emphasizing the need for verification
through their own queries.

After completing the tasks, the "expert" group was provided with
the top-5 explanations generated by SDEcho for each question. To

1To address potential ethical concerns, we ensured that all participants were fully
informed about the scope and purpose of the study and obtained their explicit consent
for the use of the collected data in our ongoing research. Additionally, we avoided
using any privacy-sensitive devices, such as cameras, and anonymized all data to
protect participants’ privacy.
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Table 1: User study results. Note: "Rel." = relevance rating, "Und." =

understandability rating, "Con." = conciseness rating, "Avg." = average

rating, Time (in minutes).

Q1 Q2 Q3 Q4 Q5 Q6

Rel. 4.1±0.6 4.3±0.5 4.1±0.6 3.9±0.5 4.4±0.3 4.2±0.5
SDEcho Und. 3.9±0.4 3.8±0.4 3.9±0.6 3.6±0.5 3.9±0.6 4.1±0.7

Con. 4.3±0.3 4.2±0.4 4.0±0.4 3.9±0.4 4.1±0.3 4.2±0.4
Treatment Avg 3.8±0.6 3.8±0.8 3.4±0.6 3.7±0.5 3.8±0.6 3.9±0.7
Control Avg 3.0±0.5 2.7±0.7 2.0±0.6 1.8±0.8 2.4±0.5 2.7±0.5

Treatment Time 5.1±3.5 7.6±2.1 9.3±2.0 8.9±1.1 6.5±2.6 5.9±2.8
Control Time 17.3±2.716.4±2.517.2±2.717.2±2.818.0±2.016.7±3.1

answer S1, following [34, 37, 38, 42], we asked each participant
in "expert" group to rate SDEcho’s output on three criteria: "rele-
vance", "understandability", and "conciseness" using scale from 1
(strongly disagree) to 5 (strongly agree), along with outputs from
the treatment and control groups. To answer S2, we recorded the
actual submission times for both the treatment and control groups.
Results andAnalysis. All results are shown in Table 1, where each
cell presents the data in the form of (mean ± standard deviation).
Overall, the responses were positive: the expert group’s average
rating across all questions was 4.05±0.47, indicating that the experts
agreed that the explanations provided by SDEcho were helpful
for data analysis and could guide further research. However, we
observed that the "Understandability" rating was slightly lower
compared to the other criteria. This suggests that some explanations
were not intuitively understandable through patterns alone and
seemed counter-intuitive. In future work, we plan to incorporate
causal relationships to better assist users in understanding the
explanations[46, 57].

The treatment group scored significantly higher than the control
group and took less time, indicating that SDEcho’s explanations
helped users without domain expertise in data analysis. In con-
trast, control group members spent more time manually testing
dimension combinations and selecting patterns for validation.
Answer to RQ3: SDEcho generates plausible explanations con-
sistent with expert knowledge and reduces the time users spend
searching for explanations, assisting them in data analysis to ad-
dress the "why" questions of aggregation sequence pairs.

5 RELATEDWORK

SQL Explanation Engine. In recent years, explanation engines
have garnered widespread attention in the data management com-
munity. From the perspective of the objects to be explained, exist-
ing works can be categorized into explanations for one aggregated
value [27, 30], differences between relations[10, 11, 34, 35, 38, 40, 42,
44, 45, 47, 48, 53, 55], and time-series[15, 32, 33, 51]. However, as dis-
cussed earlier, contrast-based explanation engines cannot support
scenarios involving sequence differences. Moreover, explanation en-
gines like [15], which focus on key performance indicators in time-
series models, typically analyze changes between adjacent data
points within a single sequence. This limits their ability to explain
differences between two sequences, even when provided with the
difference sequence. In addition, causal-based explanations[46, 57]
have gained popularity in the data management community due

to their potential to reveal causal relationships and distinguish
between correlations and cause-effect relationships. However, un-
like these causal methods, our data-centric approach can provide
real-time explanations without relying on background knowledge
encoded in a causal DAG. Thus, our work not only supports ex-
planations for sequence differences but also emphasizes accelerat-
ing explanation searches in high-volume, high-dimensional data
sources while ensuring accurate outputs.
Visual Analytics. There has been work on visual analysis where
comparing subsets or groups of tuples to find the relevant ones is
a common theme. Among these, [20, 49, 52] perform subset com-
parisons in the form of middleware, resulting in significant data
movement overhead, which leads to latency and poor scalability.
PowerBI[6] and Tableau[7] support SQL query interfaces, reducing
data transfer, but users currently need to write complex SQL queries
or generate all possible visualizations and manually compare them.
[48], as an in-database execution operator, allows users to customize
distance metrics between trends to compare trends or trend sets.
However, compared to SDEcho, it does not support the explanation
of sequence differences. Additionally, visualization tools such as
DeepEye [36] and Table2Charts [58] focus on discovering relation-
ships between dimensions and selecting appropriate chart types
for visualization, which is orthogonal to our objective of providing
targeted explanations for sequence differences. Unlike these visu-
alization tools, SDEcho employs a deletion-based method, which
does not require assessing the similarity of observed sequences and
patterns from a shape perspective.
Provenance. Relational query provenance[14] identifies the input
that contributes to the query result. For non-aggregate queries[16,
26], why-provenance returns a set of input tuples responsible for a
given output tuple, while how-provenance encodes how a query
combines input tuples to produce an answer. For aggregate queries
[12], symbolic expressions based on semiring extensions are used
to represent how the aggregate result is computed. Unlike the fine-
grained explanation approaches mentioned above, which output a
set of tuples, most existing explanation engines, including our work,
provide pattern-based explanations[18], represented by selection
predicates. These patterns are concise summaries of the correspond-
ing tuples. Unlike data provenance work[42], our explanations are
derived from the tuples in the provenance.

6 CONCLUSION AND FUTUREWORK

This paper presented a novel framework, SDEcho, for explaining
differences in aggregate sequences. SDEcho employs pruning from
pattern, order, and dimension perspectives, offering a hybrid opti-
mization approach that ensures concise and accurate explanations
with theoretical guarantees. Through comprehensive experimental
evaluation, we demonstrated that SDEcho outperforms existing
methods significantly in terms of both effectiveness and efficiency.
Several directions are open for future work, including extending
support for more sequence distance metrics, such as those used for
comparing probability distributions.
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