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ABSTRACT
Time series anomaly detection remains one of the most active re-
search areas in data mining due to its wide range of real-world ap-
plications. In recent years, numerous deep learning-basedmethods
have been proposed for this task. However, deep learning-based
methods fail to detect subsequence anomalies with long durations,
lack explainability, and are vulnerable to training set contamina-
tion. This paper addresses these issues by proposing a novel deep
learning framework for effective, explainable, and robust time se-
ries anomaly detection. Our framework, MMA, incorporates the
MLP-Mixer backbone with aMaskedAutoencoder-based anomaly
detection approach to allow for a significantly larger input win-
dow size (10 to 20 times larger than the input window sizes of cur-
rent models).This larger input window enables ourmodel to detect
challenging subsequence anomalies. Meanwhile, a contrast learn-
ingmodule is proposed to aid in detecting subtle anomalies that fail
to be identified by residual errors. Furthermore, a dynamic anom-
aly filtering method is introduced to mitigate the impact of sub-
sequence anomalies on the reconstruction of surrounding normal
regions to reduce false alarms. Extensive experiments on univari-
ate and multivariate time series datasets demonstrate that our pro-
posed framework significantly outperforms state-of-the-art meth-
ods across rigorous evaluation metrics. Additionally, MMA has a
strong ability to reconstruct potential normal patterns in anoma-
lous regions, providing high levels of explainability. Moreover,
MMA demonstrates high robustness to various types of training
set pollution.
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1 INTRODUCTION
Time series anomaly detection refers to identifying unusual pat-
terns that significantly deviate from the majority of observations
in a sequence of data collected over time. This technique is essen-
tial in various application domains, including healthcare monitor-
ing, financial fraud detection, spacecraft telemetry, and server cen-
ter operations. Due to the cost and difficulty of manual labeling
work in these real-world applications, time series anomaly detec-
tion is often formulated as an unsupervised task with unlabeled
training data [3]. Unsupervised anomaly detection generally pre-
sumes that the training data only contains normal samples, allow-
ing the model to capture the normal patterns of time series. The
samples that deviate from the learned normal patterns are then
identified as anomalies. Classic unsupervised methods include dis-
cord discovery-based methods [36], graph-based methods [4], and
density-based methods [2]. In recent years, with the rise of deep
learning, many methods based on deep learning have claimed that
neural networks can facilitate the learning of long-term, intricate
nonlinear temporal relationships in time series, and are therefore
beneficial for anomaly detection [10, 20, 41, 55, 64]. However, re-
cent studies [25, 35, 37, 42, 43, 45, 52] have indicated that deep
learning-based methods do not perform well on reputable datasets
[58] when rigorous evaluation metrics are employed [14, 23, 39].
This problem has sparked skepticism about the effectiveness of
deep learning methods for time series anomaly detection [18]. Our
observations align with the aforementioned studies, and we find
the following three limitations in current deep learning methods:

Lack of the ability to detect anomalies with prolonged du-
rations (Limitation 1): As illustrated in Figure 1, state-of-the-
art deep learning methods, including reconstruction-based meth-
ods such as TranAD [56], MAUT [41] and MTAD-GAT [66], and
prediction-based methods such as CAD [50], both tend to overfit
prolonged continuous anomalies. These methods utilize the resid-
ual errors (the absolute difference between the observation val-
ues and the reconstructed or predicted values) as the anomaly
scores, thus failing to detect such anomalies. It is embarrassing
that deep learning methods claim to model long-term temporal de-
pendencies but fail to detect “long-term” anomalies. In our opin-
ion, this problem stems from the inappropriate architecture de-
sign of current deep learning models, leading to a constrained in-
put contextual window size, specifically, the input window size
for reconstruction-based models and the prediction horizon for
prediction-basedmodels. According to the original papers on these
methods [41, 50, 56, 66], the optimal input contextual window size
is 3 for CAD, 10 for TranAD and 100 for MAUT and MTAD-GAT.
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Figure 1: Detection results on the KDD21 004 dataset. The
anomalous region is highlighted in light red. Our model al-
lows for large input windows, enabling effective detection
of anomalies with prolonged duration.

However, as exemplified in Figure 1, when anomalies persist for
relatively long durations, the input window consists only of anom-
alies, leading to overfitting on these anomalies due to the strong
generalization capabilities of deep learning models. Increasing the
window size simply does not address this issue, as larger input win-
dowsmake the prediction and reconstructionmore challenging [7].
This leads to high residual errors in normal regions, causing severe
false alarms. In the ideal scenario, we expect a large input window
size to prevent anomaly values from dominating the input while
ensuring that normal values have minimal residual errors.

Lack of explainability (Limitation 2): Considering that
anomaly detection models may be deployed in safety-critical do-
mains, such as disease diagnosis and spacecraft condition moni-
toring, it is expected that the model will not only provide accurate
detection results, but also offer tangible explanations for why a spe-
cific region is detected as an anomaly [32]. In real-world scenarios,
domain experts often explain why they identify something as an
anomaly by describing what it should look like if it were normal
[48]. Therefore, we argue that an explainable anomaly detection
model should be able to reveal the potential normal patterns in
anomalous regions. As depicted in Figure 2, although both mod-
els can detect the anomalous regions through residual errors, our
model with high explainability can reconstruct the possible normal
patterns within the anomalous areas. In contrast, current models
with low explainability can only offer noisy reconstructions.

Lack of Robustness (Limitation 3): The robustness of anom-
aly detection models has been a long-standing concern for re-
searchers [20, 22, 30, 33, 46, 64]. In real applications, models are
inevitably trained on datasets that may be polluted with unknown
anomalies. Even if the training set contains few anomalies, unsu-
pervised methods are likely to overfit these anomalies, often lead-
ing to performance degradation. To address this problem, many re-
cent studies have incorporated sophisticated modules to enhance
model robustness. However, these studies often lack explicit ro-
bustness evaluation [19, 20, 61, 67] or only consider adding Gauss-
ian Noises as anomalies in the training set [1, 10, 49, 65]. Such
approaches do not provide compelling evidence of model robust-
ness, as real-world datasets are unlikely to contain only Gaussian
Noises. In our experiments, various anomalies are injected into the
training sets, such as Gaussian Noises, trend anomalies, seasonal
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Figure 2: A comparison of reconstruction values between
our high explainability model and other low explainability
models on the NeurIPS-TS-Synthetic dataset.

anomalies, shape anomalies, uniform anomalies, and real anom-
alies clipped from the testing sets. Unfortunately, we find that
currently available models with additional robustness designs per-
form poorly on these contaminated datasets.

In light of the aforementioned limitations, it appears that, as
Prof. Eamonn Keogh has suggested, deep learning may not be the
solution for time series anomaly detection [18]. However, our work
reveals the true potential of deep learning in time series anomaly
detection. We propose MMA, an MLP-Mixer based Masked Au-
toencoder, to achieve effective, explainable, and robust time se-
ries anomaly detection. The model employs a patch-based input
scheme [38], allowing for the input of contextual windows with a
length of 1024, 2048, or larger. Such a long input window prevents
anomalies from dominating the input, thereby benefiting the de-
tection of anomalies with prolonged durations. To permit a long
input window size while ensuring accurate reconstruction of nor-
mal regions, a training and detection mode resembling Masked
Autoencoders [13] is adopted. During training, 50% of the input
patches are randomly masked, and the model is trained to recon-
struct these masked patches. In the testing phase, the reconstruc-
tion errors of the masked patches are used as an indicator for iden-
tifying anomalies. Since unmasked values provide additional infor-
mation, the reconstruction errors for normal regions remain small
even with large input windows. Meanwhile, the MLP-Mixer back-
bone adopted by our model can effectively model global temporal
dependencies and is more lightweight than Transformer and RNN
structures. This ensures that our model remains highly efficient
even with large input windows.

Furthermore, we observe some abnormal values exhibit simi-
lar amplitudes with potential normal patterns, making them dif-
ficult to detect by reconstruction errors alone. We propose a novel
contrastive learning module to identify these subtle anomalies by
comparing the discrepancy between their embeddings and the em-
beddings of reconstructed normal values. In addition, subsequence
anomalies disrupt the reconstruction of neighboring normal re-
gions, resulting in false alarms in these areas. A simple yet effective
dynamic anomaly filtering method is designed to solve this prob-
lem.

We assess the performance of our model using recently pro-
posed rigorous evaluation metrics on trustworthy datasets from
multiple domains. Our model outperforms 13 state-of-the-art deep
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Figure 3: The Time Series Anomaly Detection Pipeline.

learning methods and 5 non-deep learning methods across both
multivariate and univariate time series datasets (Address Limita-
tion 1). Furthermore, we observe that our model exhibits a strong
capability to reconstruct potential normal patterns in anomalous
regions, thereby providing high levels of explainability (Address
Limitation 2). In addition to offering visual evidence of explain-
ability, we develop a post-hoc explainability analysis method to
quantify the explainability of various anomaly detection models.
Regarding the validation of robustness, we demonstrate that our
model maintains stable performance despite various types of train-
ing set contamination without the need for any additional robust-
ness design (Address Limitation 3).

In conclusion, we make the following contributions:
• Exploration of new anomaly detection schemas. To the

best of our knowledge, ourmodel is the first deep learning-based
anomaly detection approach that accommodates such a large in-
put window size. Benefitting from this large input window, our
model can detect subsequence anomalies with long durations.

• Adoption of a novel model architecture. We choose MLP-
Mixer as the backbone instead of the commonly used RNNs or
Transformers, demonstrating the efficacy and efficiency of lin-
ear models. In addition, we propose a contrastive learning ap-
proach to help detect subtle anomalies and a dynamic anomaly
filtering method to reduce false alarms in normal regions.

• Rigorous explainability and robustness verification. We
design a quantitative measure for model explainability and test
the robustness of models on training sets containing various
types of pollution.

2 PRELIMINARIES
2.1 Problem Formulation
A time series is denoted as X = {𝑥1, ..., 𝑥𝑇 }, where 𝑇 represents
the number of observations and each observation 𝑥𝑡 ∈ R𝐶 . 𝐶 rep-
resents the number of channels inX. When𝐶 = 1,X is a univariate
time series, and when𝐶 > 1, X is a multivariate time series. In the
unsupervised setting, a training time series X𝑇𝑟𝑎𝑖𝑛 ∈ R𝐶×𝑇1 with-
out any label indicating anomaly is given. The task is to compute
an anomaly score 𝐴𝑆 (𝑥𝑡 ) ∈ R for each observation 𝑥𝑡 in the test-
ing time series X𝑇𝑒𝑠𝑡 ∈ R𝐶×𝑇2 . A higher anomaly score 𝐴𝑆 (𝑥𝑡 )
indicates that the observation 𝑥𝑡 is more likely to be an anomaly.
With a predefined threshold 𝜃𝑎 , an observation 𝑥𝑡 is assigned a
label based on 𝑦𝑡 = I (𝐴𝑆 (𝑥𝑡 ) ≥ 𝜃𝑎), where I(·) is the indicator
function, 1 denotes an anomaly and 0 denotes normal.

2.2 The Detection Pipeline
As depicted in Figure 3, time series anomaly detection primarily
involves three processes: preprocessing, model building, and post-
processing [12]. Down-sampling is generally used to reduce the

number of observations in the original sequence, thereby reducing
the time required for model training and testing. Window splitting
divides raw, long time series into several windows of the input size
allowed by the model. Anomaly score transformation combines a
multichannel score such as channel-wise residual errors into a sin-
gle anomaly score𝐴𝑆 (𝑥𝑡 ) per time point.Threshold determination
is to find the threshold for identifying anomalies.

Recent works indicate that both down-sampling and normaliza-
tion in preprocessing [17], as well as anomaly score transformation
and threshold determination in post-processing [12], have a signif-
icant impact on the final performance of models. Consequently, it
is challenging to discern whether the performance improvements
are attributed to the model itself or the various processing pro-
cedures. To ensure a fair evaluation, all models in our study are
implemented using the following unified pipeline:
• Downsampling and Normalization. All models are trained

and tested on datasets with the same sampling rates. All datasets
are processed with the MinMax normalization method de-
scribed in [56].

• Anomaly Score Transformation. We take the method de-
scribed in [12] to aggregate multichannel anomaly scores. It first
subtracts the channel-wise mean anomaly scores in the training
set from the anomaly scores in the testing set to mitigate vari-
ance across channels. Subsequently, it calculates the root-mean-
square of these adjusted scores across channels to obtain the ag-
gregated anomaly scores. Finally, a moving average is applied
to the aggregated anomaly scores, which amplifies the anomaly
score even when multiple channels respond to an anomaly at
slightly different times.

• Threshold Determination. To keep consistency with existing
works [12, 23, 26, 27, 57], we search across all possible thresh-
olds to find the one that yields the best result for each metric. In
addition, we also consider three more practical threshold selec-
tion methods and test the performance of models under these
methods.

3 METHODOLOGY
The overview of MMA is depicted in Figure 4(a), and the details are
described in the following sections.

3.1 Patching and Patch Embedding
We consider each channel in the original input windowX ∈ R𝐶×𝑇

as an independent univariate time series X𝑐 ∈ R1×𝑇 , 𝑐 = 1, 2, ...,𝐶 .
Each univariate time series X𝑐 is subsequently divided into non-
overlapping patches with patch length 𝑃 . After that, X ∈ R𝐶×𝑇

is reshaped into X𝑝 ∈ R𝐶×𝑁×𝑃 , where 𝑁 denotes the number of
patches (𝑁 = 𝑇 /𝑃 ). We denote the 𝑖-th patch in the 𝑐-th channel
as X (𝑐,𝑖 )

𝑝 , where X (𝑐,𝑖 )
𝑝 ∈ R𝑃 and 𝑖 = 1, 2, ..., 𝑁 . The patches X𝑝 ∈
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(a) The overall framework of MMA

(b) The MLP-Mixer backbone
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Figure 4: An introduction to the framework and submodules of MMA.

R𝐶×𝑁×𝑃 are then mapped to embeddings X𝑑 ∈ R𝐶×𝑁×𝐷 via a
shared trainable linear projection layer𝑊𝑝𝑟𝑜 𝑗 ∈ R𝑃×𝐷 .

3.2 Masking
Following the default setting of the Masked Autoencoder [13], we
adopt the “random sampling” masking strategy, that randomly se-
lects patches in each channel to mask according to a uniform dis-
tribution. We use a 50% masking ratio because it only requires
switching the mask once (masking previously unmasked parts in
the following round) to reconstruct all patches for training and
testing, making the whole process straightforward and efficient.
Given that masking the latent vectors is equivalent to masking the
original patches [62], the masking operation is applied directly on
X𝑑 ∈ R𝐶×𝑁×𝐷 to generate two masking views.

In detail, we first randomly select 50% of the patch embed-
dings in each channel and mask them with zeros to generate the
first masking view X𝑚1. Then, we mask the patch embeddings
that were not masked in the previous step to generate the sec-
ond masking view X𝑚2. Let 1 denote the all-ones matrix, ⊙ de-
notes the element-wise product and M represents the masking
matrix, where 0 denotes positions without a mask, and 1 denotes
the masked positions. The masking process can be described as fol-
lows:

X𝑚1 = X𝑑 ⊙ M
X𝑚2 = X𝑑 ⊙ (1 −M) (1)

3.3 MLP-Mixer backbone
The two masking views X𝑚1 and X𝑚2 are then input to the MLP-
Mixer backbone shown in Figure 4(b) to recover themasked embed-
dings. The MLP-Mixer backbone is modified from [11, 29]. We re-
tain the inter-patch mixer and intra-patch mixer modules while re-
moving the inter-channel mixer module to avoid over-smoothing
across channels. The Inter-patch Mixer block employs a channel
sharedMLPwithweights𝑊 ∈ R𝑁×𝑁 to capture the correlation be-
tween different patches, thereby facilitating the learning of global
temporal dependencies among patches. The Intra-patch Mixer

block takes a channel shared MLP with weights𝑊 ∈ R𝐷×𝐷 to mix
the hidden features of time steps within a patch, thereby enabling
the learning of local temporal dependencies in a patch.

The structure of each channel-shared MLP is depicted in Figure
4(c), which consists of two fully connected layers, a Gelu nonlinear
layer, and two Dropout layers. A Gated Attention layer is added
after eachMLP component to filter out noise in the time series.The
Gated Attention layer upscales dominant features and downscales
unimportant features based on their feature values. For instance,
the computation process of the Gated Attention in the Intra-patch
Mixer block is formulated as follows:

W = softmax (W(X𝑚)),W ∈ R𝐷×𝐷

X′
𝑚 = W ⊙ X𝑚,W ∈ R𝐶×𝑁×𝐷 (2)

where W represents the learned attention weights, and the out-
put is the element-wise product of the attention weights and the
original embeddings.

3.4 Contrastive Learning
As shown in Figure 4(d), some anomalies in the time series have
amplitudes similar to the normal patterns but exhibit distinct
shapes.Therefore, it is difficult to detect them solely based on resid-
ual errors. To address this issue, a contrastive learning module is
designed to cluster the embeddings of time series patches with sim-
ilar shapes in the latent vector space. Subsequently, these subtle
anomalies can be detected by comparing the embeddings of the
observed values with the embeddings of the reconstructed values.
However, constructing proper positive and negative samples is a
challenging task for time series contrastive learning [62].

In our work, as illustrated in Figure 4(a), we consider the embed-
dings derived directly from the raw patches and the embeddings
obtained from the reconstructed patches as positive pairs, while
the embeddings derived from different patches are treated as neg-
ative samples. It is worth noting that the two Patch Embedding
modules in Figure 4(a) are shared. Let X (𝑐,𝑖 )

𝑑
denotes the embed-

ding directly obtained from patch X (𝑐,𝑖 )
𝑝 , and X (𝑐,𝑖 )

𝑑 ′ denotes the
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embedding derived from the reconstructed patch X (𝑐,𝑖 )
𝑝′ . The con-

trastive loss for patch X (𝑐,𝑖 )
𝑝 can be written as:

L (𝑐,𝑖 )
𝑐𝑜𝑛𝑡𝑟𝑎𝑠𝑡 = − log

exp(X (𝑐,𝑖 )
𝑑

◦ X (𝑐,𝑖 )
𝑑 ′ )∑

𝑖′∈𝐼 I[𝑖′≠𝑖 ] exp(X
(𝑐,𝑖 )
𝑑

◦ X (𝑐,𝑖′ )
𝑑 ′ )

(3)

where the cosine similarity ◦ is used as the distance metric, I is the
indicator function, and 𝐼 represents the set of patches within the
channel 𝑐 . Finally, the overall contrastive loss for all patches in all
channels can be written as:

L𝑐𝑜𝑛𝑡𝑟𝑎𝑠𝑡 =
1

𝑁 ∗𝐶
∑𝑁

𝑖=1

∑𝐶

𝑐=1

(
L (𝑐,𝑖 )
𝑐𝑜𝑛𝑡𝑟𝑎𝑠𝑡

)
(4)

Our proposed contrastive learning module avoids using inap-
propriate positive samples constructed through traditional data
augmentationmethods [21, 52]. It enables the patch embeddings to
be aware of the shape information, thereby serving as a criterion
for detecting anomalies.

3.5 Training and Anomaly Scoring
We denote the embeddings recovered from themasking viewsX𝑚1

and X𝑚2 as X𝑟1 and X𝑟2, respectively. The embedding X𝑟1 and
X𝑟2 are merged in chronological order to form the overall recon-
structed embedding X𝑟 . X𝑟 is subsequently mapped back to the
time series patches X𝑝′ , via a shared trainable linear projection
layer with weights𝑊 ∈ R𝐷×𝑃 .The reconstruction loss is theMean
Squared Error (MSE) between the original patches X𝑝 and the re-
constructed patches X𝑝′ :

L𝑟𝑒𝑐𝑜𝑛 =
1

𝑇 ∗𝐶


X𝑝 − X𝑝′



2
2 (5)

The overall training loss is the weighted sum of the reconstruc-
tion loss and the contrastive loss:

L𝑓 𝑖𝑛𝑎𝑙 = L𝑟𝑒𝑐𝑜𝑛 + 𝜆 ∗ L𝑐𝑜𝑛𝑡𝑟𝑎𝑠𝑡 (6)

During the inference stage, the anomaly score is composed of
two components: (1) the residual error between the original patch
and the reconstructed patch; and (2) the cosine distance between
the original embedding and the embedding derived from the recon-
structed patch. The anomaly score 𝐴𝑆

(
X (𝑐,𝑖 )
𝑝

)
∈ R𝑃 for the patch

X (𝑐,𝑖 )
𝑝 is written as follows:

𝐴𝑆
(
X (𝑐,𝑖 )
𝑝

)
=
���X (𝑐,𝑖 )

𝑝 − X (𝑐,𝑖 )
𝑝′

��� + (
1 − X (𝑐,𝑖 )

𝑑
◦ X (𝑐,𝑖 )

𝑑 ′

)
(7)

It is worth noting that the residual error
���X (𝑐,𝑖 )

𝑝 − X (𝑐,𝑖 )
𝑝′

��� ∈ R𝑃 ,

while
(
X (𝑐,𝑖 )
𝑑

◦ X (𝑐,𝑖 )
𝑑 ′

)
∈ R. To ensure dimensional consistency,

we consider the points within a patch to share the same cosine dis-
tance and repeat the cosine distance value for 𝑃 times, where 𝑃 is
the patch length. In addition, we propagate the input window for-
ward 5 times and take the average of the anomaly scores to reduce
the uncertainty caused by random masking. This can also be re-
garded as an “ensemble” of detection results under varying mask-
ing scenarios. Finally, the anomaly scores of each patch are con-
catenated along the time dimension to obtain the anomaly scores
for all points within a channel.

3.6 Dynamic Anomaly Filtering
The subsequence anomaly within a window provides wrong infor-
mation during the reconstruction of their surrounding normal re-
gions, resulting in high reconstruction errors in these areas. We
add a dynamic anomaly filteringmodule during the inference stage
to address this issue. This module first estimates the position of
the subsequence anomaly within a window based on the initially
calculated anomaly scores, and then replaces the anomalous re-
gions with normal values restored from the MLP-Mixer backbone.
The processed window is subsequently re-input into the model
for a second reconstruction. We calculate the final anomaly scores
based on the second reconstruction values and the initial input val-
ues using Equation 7. During this second reconstruction, most of
the anomalous regions within the input window have been previ-
ously replaced by the reconstructed normal values, which greatly
diminishes the impact of subsequence anomalies on the reconstruc-
tion of surrounding normal areas, thereby reducing false alarms in
these regions. The overall workflow of this module is illustrated in
Figure 4(e) and the details are described as follows:

For a given univariate window X𝑐 , we first calculate the anom-
aly score𝐴𝑆 (X𝑐 ) for this window by summing the anomaly scores
of all points within the window. Moreover, in this step of calculat-
ing anomaly scores, we only adopt the residual errors to reduce
computational load. If a window contains a subsequence anom-
aly, its anomaly score will be significantly higher than that of
other windows. Therefore, we employ the 3𝜎 principle to deter-
mine whether the window contains subsequence anomalies or not.
The steps are formulated as follows:

𝐴𝑆
(
X𝑐 ) = ∑𝑁

𝑖=1

∑
𝐴𝑆

(
X (𝑐,𝑖 )
𝑝

)
𝑦 = I

(
𝐴𝑆

(
X𝑐 ) ≥ 𝜇𝑡𝑟𝑎𝑖𝑛 + 3 ∗ 𝜎𝑡𝑟𝑎𝑖𝑛

) (8)

where
∑
𝐴𝑆

(
X (𝑐,𝑖 )
𝑝

)
∈ R represents the summation of anomaly

scores for all points within a patch. 𝜇𝑡𝑟𝑎𝑖𝑛 and 𝜎𝑡𝑟𝑎𝑖𝑛 are the mean
and standard deviation of the anomaly scores for windows in the
training set. If𝑦 = 1, we assume the window contains subsequence
anomalies and continue to apply the 3𝜎 principle for this window
to search for patches that may contain anomalies:

𝐼𝑎 =
{
X (𝑐,𝑖 )
𝑝 |

∑
𝐴𝑆

(
X (𝑐,𝑖 )
𝑝

)
≥ 𝜇′𝑡𝑟𝑎𝑖𝑛 + 3 ∗ 𝜎 ′

𝑡𝑟𝑎𝑖𝑛, 𝑖 = 1, 2, ..., 𝑁
}

(9)

where 𝐼𝑎 represents the set of patches in window X𝑐 that poten-
tially contain anomalies. 𝜇′𝑡𝑟𝑎𝑖𝑛 and 𝜎′𝑡𝑟𝑎𝑖𝑛 are the mean and stan-
dard deviation of the summation anomaly scores for patches in the
training set. Since anomalies are rare events, we assume that a win-
dow contains only one subsequence anomaly. Therefore, we con-
sider the median of the positions for the patches in 𝐼𝑎 as the center
of the subsequence anomaly, and the sum length of the patches in
𝐼𝑎 as the length of the subsequence anomaly. Let 𝐼𝑝 denotes the set
of positions of patches from 𝐼𝑎 . The estimated anomalous region
𝑝𝑎 can be expressed as follows:

𝑝𝑐 = median
(
𝐼𝑝
)

𝑝𝑎 =

[
𝑝𝑐 −

𝑃

2
∗ |𝐼𝑎 | , 𝑝𝑐 +

𝑃

2
∗ |𝐼𝑎 |

] (10)
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where 𝑝𝑐 denotes the estimated center of the anomalous region,
|𝐼𝑎 | represents the number of patches in the set 𝐼𝑎 , and 𝑃 ∗ |𝐼𝑎 | rep-
resents the estimated anomaly length. After obtaining the anoma-
lous region 𝑝𝑎 , we mask this region and utilize the MLP-Mixer
backbone to recover the masked parts. After that, most of the
anomalous regions within the input window are replaced by the
reconstructed normal values. Finally, we re-input the processed
window back into the model for a second reconstruction and re-
calculate the anomaly score for each point in this window.

4 EXPERIMENTS AND ANALYSIS
In this section, we first introduce the benchmark datasets, baseline
methods, and the implementation details of models. Then, we con-
duct experiments to answer the following research questions:
• RQ1. Effectiveness. How does MMA perform on time series

anomaly detection datasets compared to other state-of-the-art
approaches?

• RQ2. Explainability. How accurately does MMA recover the
potential normal patterns for anomalous regions compared to
other models?

• RQ3. Robustness. Can MMA maintain stable performance in
the presence of various kinds of training set contamination?

• RQ4. Ablation.Howmuch does each component in MMA con-
tribute to the overall performance?

• RQ5. Visualization. Can MMA provide detection results that
align with human institutions?

• RQ6. Insights. What insights can be gained from our method?

4.1 Datasets and Baselines
Benchmark Datasets.The quality of benchmark datasets is a ma-
jor concern in the field of time series anomaly detection.Through a
comprehensive review of recent benchmark evaluation papers [16,
40, 44, 53, 57, 58], and a meticulous examination of the visualized
datasets, we choose a set of relatively high-quality datasets from
diverse domains as benchmarks.These datasets include the univari-
ate time series anomaly detection dataset: the KDD21 dataset [58],
and the multivariate time series anomaly detection datasets: ASD
[31] and NeurIPS-TS-Synthetic (Synthetic) [25]. Moreover, we use
a real-world dataset collected from a satellite. The statistics of the
datasets are summarized in Table 1.

The KDD21 dataset comprises entities from various domains,
including healthcare, sports, industry, robotics, etc. The ASD
dataset is collected from Internet server machines. The NeurIPS-
TS-Synthetic dataset utilizes the sinusoidal wave as the base
shapelet and injects multiple predefined anomalies into it. These
datasets are less affected by issues such as unrealistic anomaly den-
sity, position bias, distribution shift, and mislabeled ground truth,
as mentioned in [57, 58]. Therefore, they are more suitable for per-
formance evaluation.

Baseline Methods. We compare the proposed MMA with 18
state-of-the-art baselines including 13 deep learning-based models
and 5 non-deep learning models.

Deep learning-based models. We consider deep learning
models with various detection strategies: (1) The reconstruction-
based methods (e.g., NSPR [24], NormFAAE [61], MAUT [41],
TranAD [56], FGANomaly [10], USAD [1] and MTAD-GAT [66])

Table 1: Datasets used in this study before preprocessing.

Datasets Entities Dims Train Test Anomaly Domain
KDD21 250 1 2238349 6143541 0.6% Multiple
ASD 12 19 102331 51840 4.61% Servers
Satellite 3 9 11862 3793 7.22% Telemetry
Synthetic 1 5 10000 10000 13.06% Simulated

build models to reconstruct the time series from hidden vectors
and identify anomalies based on the reconstruction errors; (2) The
prediction-based models (e.g., CAD [50] and GDN [9]) learn to
predict the future values of the time series and detect anomalies
based on the prediction errors; (3) The imputation-based meth-
ods (e.g., DiffAD [59] and ImDiffusion [7]) learn to impute the
missing values based on the observed values and find anomalies
using the imputation errors; (4) The density-based methods (e.g.,
MTGFLOW [69]) evaluate the density of the time series and treat
anomalies as regions with low density. (5) The embedding-based
methods (e.g., PatchAD [68] ) distinguish normal and abnormal
data based on their latent embeddings. In addition, NormFAAE,
FGANomaly, USAD, MTAD-GAT, and MTGFLOW utilize RNNs as
their backbone, while NSPR and TranAD employ Transformers as
the backbone. DiffAD and ImDiffusion are based on diffusion mod-
els. CAD uses CNN to model temporal dependencies, and GDN
leverages graph neural networks for learning temporal informa-
tion. PatchAD also takes the MLP-Mixer as its backbone.

Non-deep learning models. Matrix Profile [60] identify sub-
sequences with large distances to their nearest neighbors as anom-
alies. DAMP [35] is an improved version of the original matrix pro-
file, designed for online detection and processing ultra-fast arriv-
ing time streams. SAND [5] is a cluster-based model that detects
anomalies based on the distance to a model representing normal
behaviors. Series2Graph [4] aims to detect subsequence anomalies
based on a graph representation of a low-dimensionality embed-
ding of raw time series. k-Means [54] is based on subsequence
clustering where samples that are far from the cluster centers are
considered as anomalies.

4.2 Implementation Details.
Hyperparameters Settings. In all experiments, we set the MLP-
Mixer layers to 3, the hidden dimension 𝐷 to 64, and the weight 𝜆
to 0.005. For the ASD, Satellite, and NeurIPS-TS-Synthetic datasets,
the input window size 𝑇 is set to 1024, and the patch length 𝑃 is
set to 16. Since the KDD21 dataset contains entities with different
sampling frequencies, we use different input window sizes for each
entity. We first apply the Fast Fourier Transform to identify the
primary period of each entity. Then, the input window size is set
to 4 times the primary period and the patch length is set to the
period divided by 8. We train our model for 200 epochs on the
KDD21 dataset and 100 epochs on other datasets.

Baseline Settings. We implement all the deep learning-based
models based on their official open-source codes and integrate
them into our unified pipeline. All non-deep learning models ex-
cept k-Means are implemented based on the TSB-UAD library [40].
k-Means is implemented based on the TimeEval library [44]. The
hyperparameters of the baseline models are set according to the
information provided in their original papers.
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Table 2: Results on multivariate datasets. All results are in %, the best ones are in Bold, and the second ones are underlined.

Method ASD Synthetic Satellite
AUC-PR R-AUC-PR VUS-PR F1-Raw F1-(PA%K) F1-Aff AUC-PR R-AUC-PR VUS-PR F1-Raw F1-(PA%K) F1-Aff AUC-PR R-AUC-PR VUS-PR F1-Raw F1-(PA%K) F1-Aff

NSPR 42.83 36.65 36.20 50.68 54.90 78.08 17.93 29.17 29.17 31.84 47.28 69.52 68.68 68.12 67.85 73.26 85.75 89.77
CAD 44.26 46.16 45.37 45.71 57.91 85.81 66.21 74.73 74.59 69.55 83.77 92.23 73.23 72.31 71.95 74.77 90.25 98.52
DiffAD 6.17 10.07 10.01 11.36 20.83 71.69 15.15 26.59 26.81 24.21 43.13 67.93 17.94 27.77 26.11 27.72 48.50 80.92
ImDiffusion 19.41 22.10 21.74 19.28 29.23 N/A 31.53 44.29 43.60 23.26 23.91 N/A 13.66 19.26 19.39 22.12 13.48 N/A
NormFAAE 28.58 27.99 27.80 36.20 47.27 81.91 39.48 45.21 44.40 37.71 50.75 77.96 60.00 59.01 58.44 62.15 80.39 97.50
MTGFLOW 5.79 8.65 8.49 12.38 17.45 69.55 11.08 21.02 20.93 24.18 34.92 70.41 20.92 32.81 32.82 28.68 42.67 80.47
MAUT 39.52 40.00 39.58 45.33 56.63 83.21 67.63 67.90 66.15 63.28 78.77 87.40 55.40 57.65 57.05 64.59 81.93 89.03
TranAD 36.42 38.78 38.63 41.95 55.25 83.46 13.07 23.81 22.99 23.12 36.09 69.69 81.32 74.65 75.40 78.30 91.86 99.55
FGANomaly 35.98 35.41 35.36 40.29 52.44 82.34 18.30 27.80 27.90 28.77 44.94 69.09 86.11 74.50 76.42 81.18 94.24 98.62
GDN 31.07 28.24 28.31 38.15 51.61 79.92 15.03 22.18 23.07 23.56 39.38 74.99 62.97 61.02 61.20 70.30 86.37 92.17
USAD 33.21 27.47 27.17 36.91 45.96 77.58 14.42 20.94 21.16 23.11 33.79 69.78 69.26 67.24 66.24 74.32 85.47 88.94
MTAD-GAT 35.99 36.63 36.43 40.81 54.74 81.89 76.56 76.62 76.76 77.39 88.53 93.65 54.16 54.54 53.92 64.98 81.04 86.53
PatchAD 15.21 12.48 12.49 21.93 31.08 71.98 14.14 22.58 23.45 23.22 40.36 67.92 49.55 47.86 48.07 53.08 73.74 87.17
k-Means 54.70 59.64 57.57 54.39 63.67 87.06 27.31 34.48 33.36 31.67 48.96 69.64 82.66 79.27 79.17 78.07 91.56 99.23
MMA(ours) 58.08 58.29 57.67 58.23 69.59 89.71 88.67 90.96 90.62 88.93 95.82 93.72 92.46 87.51 87.72 87.66 96.89 99.50

Table 3: Average results on the KDD21 dataset.

Method KDD21
AUC-PR R-AUC-PR VUS-PR F1-Raw F1-(PA%K) F1-Aff

NSPR 8.37 8.28 8.27 12.07 16.75 72.41
CAD 23.90 23.25 23.03 30.03 33.88 79.37
NormFAAE 3.12 3.76 3.66 6.39 11.59 70.26
MAUT 23.84 23.94 23.65 30.20 35.45 80.34
TranAD 7.78 7.94 7.89 11.23 12.81 72.85
FGANomaly 8.65 8.15 8.10 12.79 13.34 73.28
USAD 8.33 8.37 8.34 12.16 15.21 73.96
MTAD-GAT 26.00 26.18 25.66 38.04 36.99 78.05
DAMP 18.99 25.09 24.18 29.31 29.95 84.88
SAND 34.72 34.23 33.78 39.43 47.54 84.07
Series2Graph 4.36 8.18 7.87 8.70 11.94 78.42
Matrix Profile 18.50 25.37 24.13 28.00 31.49 80.58
k-Means 34.33 33.49 33.20 37.97 44.59 83.70
MMA(ours) 39.24 37.97 37.38 44.47 52.36 87.27

4.3 RQ1. Effectiveness
Evaluation Metrics. Since there is currently no universally ac-
cepted fair and rigorous evaluation metric for time series anomaly
detection, we adopt some commonly used metrics as well as re-
cently proposed metrics specifically designed for time series anom-
aly detection. In light of the severe flaws in the widely used point
adjustment strategy [14, 15, 23, 57], all our results are reported
without point adjustment. Due to the significant class distri-
bution skew in the anomaly detection datasets [8, 28, 39], we opt
to use AUC-PR (Area Under the Precision-Recall Curve) instead
of AUC-ROC (Area Under the Receiver Operating Characteristic
Curve). Here is a brief introduction to the evaluation metrics:

The F1-Raw and AUC-PR are the most widely used evaluation
metrics that calculate the point-wise F1 value and the area under
the precision-recall curve.TheR-AUC-PR andVUS-PRmetrics [39]
are recently proposed to address the inconsistent labeling prob-
lem in the evaluation of time series anomaly detection. They add
a buffer at the boundary of anomalies, thereby giving some credit
to the high anomaly score in the vicinity of the anomaly bound-
ary. F1-(PA%K) [23] optimizes original point-wise evaluation by
considering the balance between conventional F1-Raw measure-
ments and the ill-posed point adjustment strategy. F1-Affiliation
[14] tackles the problems of unawareness of temporal adjacency
and unawareness of anomaly durations in current evaluationmeth-
ods by identifying the local affiliation of predicted anomalies to
their closest ground truths.

Results Analysis. The comparison results with SOTA mod-
els are presented in Table 2 and Table 3. As DAMP, SAND, Se-
ries2Graph, and Matrix Profile only accept univariate time series
as input, we do not evaluate them on the multivariate time series
datasets. Due to the large size of the KDD21 dataset, we only con-
sider the top 9 performingmethods in Table 2 for evaluation on the
KDD21 dataset. Since most of the baselines [1, 10, 24, 41, 50, 61, 69]
take the threshold that yields the best results on the testing set for
each metric, to keep consistency with existing works, the F1-Raw,
F1-(PA%K) and F1-Aff results in Table 2 and Table 3 are also de-
rived using this threshold selection method. Summary from the
tables, we have the following two observations:

First, several studies indicate that an individual anomaly detec-
tion model typically performs well only on a specific domain of
datasets [44, 53]. This declaration aligns with our experimental re-
sults, such as k-Means demonstrating excellent performance on
the ASD dataset, MTAD-GAT performing well on the NeurIPS-
TS-Synthetic dataset, and FGANomaly excelling on the Satellite
dataset. However, our model achieves the best results across all
datasets, thereby validating the efficacy of our proposed method-
ology in handling time series with diverse patterns. Specifically,
the KDD21 dataset comprises subsequence anomalies that are chal-
lenging to detect. Existing deep learningmodels generally perform
poorly on this dataset [35, 40, 42]. Nevertheless, our work is the
first framework that relies solely on deep learning and achieves
better performance than state-of-the-art non-deep learning meth-
ods on the KDD21 dataset.

Second, some recently proposed deep learning models with in-
tricate architectures, such as DiffAD, ImDiffusion, MTGFLOW and
PatchAD perform poorly on reliable datasets when rigorous eval-
uation methods are employed. This causes the “Creating the Illu-
sion of Progress” problem as suggested in [18, 58]. Moreover, we
find that the F1-Affiliation metric tends to overestimate the perfor-
mance of models. Even when models perform poorly on other met-
rics, F1-Affiliation consistently assigns high scores to them. Future
researchers should be cautious in using the F1-Affiliation metric.

Threshold Analysis. In real-world scenarios, testing sets are
not available beforehand for threshold determination. Therefore,
we consider several more practical threshold selection methods
and evaluate the performance of models using these methods. Fol-
lowing [16, 59, 64], we determine thresholds based on anomaly
scores calculated from the training set (thresholds for KDD21 are
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Figure 5: Threshold Analysis.

calculated from the testing set due to distribution shifts). The de-
tails of these methods are described as follows: (1) Standard Devi-
ation (SD): The threshold is set to the mean value plus 3 times the
standard deviation of the anomaly scores. (2) Peak-over-Threshold
(POT) [51]: This method employs “extreme value theory” to fit the
tail portion of the anomaly scores with a Generalized Pareto Dis-
tribution (GPD), and then sets the threshold based on a probability
of less than 1% for anomalies to occur in this distribution. (3) TopK:
Assuming we have prior knowledge of the estimated proportion of
anomalies as 𝑘 (%), the threshold is set as the anomaly scores rank-
ing in𝑘 in the testing set.We use the exact proportion of anomalies
in the testing set as 𝑘 for an ideal situation.

As shown in Figure 5(b), MMA outperforms state-of-the-art ap-
proaches in almost all cases. This demonstrates that MMA is ro-
bust to threshold selection methods. Specifically, for MMA, TopK
achieves results closest to the best threshold (the threshold that
yields the highest F1-(PA%K) score). However, TopK requires pre-
liminary information and anomaly scores for the full testing set
before thresholding, making it only applicable to non-streaming
data. POT performs slightly better than SD, but as shown in Fig-
ure 5(a), the thresholds chosen by POT are very close to those se-
lected by SD in most cases. POT requires additional computation
to fit the GPD distribution, whereas SD is highly efficient and deliv-
ers comparable performance. Therefore, we recommend using the
SD threshold selection method in most cases. Additionally, from
Figure 5(a), we find that a slightly larger threshold generally pro-
duces better results. This is because F1-(PA%K) is an event-wise
metric [12, 23], that considers several alarms sufficient for a con-
tiguous anomaly event. Raising the threshold does not miss anom-
alies (points with large anomaly scores still alarm this event), but
significantly reduces false alarms.

4.4 RQ2. Explainability
Experiment Setting. As shown in Figure 6(a), we choose some
normal regions in the original time series and replace them with
subsequence anomalies. Subsequently, we apply different models
to reconstruct the chosen regions. Supposing the set of raw val-
ues (normal values) of the chosen regions is denoted as 𝑆𝑟𝑎𝑤 ={
𝑠1𝑟𝑎𝑤 , 𝑠

2
𝑟𝑎𝑤 , ..., 𝑠

𝑛
𝑟𝑎𝑤

}
, where 𝑠𝑖𝑟𝑎𝑤 represents the normal value of

a selected region and 𝑛 is the number of chosen regions. The set

of reconstructed values of the model in these regions is denoted
as 𝑆𝑟𝑒𝑐𝑜𝑛 =

{
𝑠1𝑟𝑒𝑐𝑜𝑛, 𝑠

2
𝑟𝑒𝑐𝑜𝑛, ..., 𝑠

𝑛
𝑟𝑒𝑐𝑜𝑛

}
. As depicted in Figure 6(a),

we consider the following two methods for measuring the explain-
ability of models. (1) Local Evaluation: we calculate the mean
distance between the raw values and the reconstructed values in
the chosen regions: 𝐸𝑙𝑜𝑐𝑎𝑙 = 1

𝑛

∑𝑛
𝑖=1

(
𝑑𝑖𝑠

(
𝑠𝑖𝑟𝑎𝑤 , 𝑠

𝑖
𝑟𝑒𝑐𝑜𝑛

) )
, where

𝑑𝑖𝑠 ( , ) represents the distance function. A smaller 𝐸𝑙𝑜𝑐𝑎𝑙 indicates
a stronger ability of the model to restore the normal states for
the anomalous regions, thereby providing higher explainability. (2)
Global Evaluation: we calculate the mean distance between the
reconstructed subsequences and their nearest neighbors in the nor-
mal parts of the time series: 𝐸𝑔𝑙𝑜𝑏𝑎𝑙 = 1

𝑛

∑𝑛
𝑖=1

(
𝑑𝑖𝑠

(
𝑠𝑖𝑟𝑒𝑐𝑜𝑛, 𝑠

𝑖
𝑁𝑁

))
,

where 𝑠𝑖𝑁𝑁 denotes the nearest neighbor subsequence of 𝑠𝑖𝑟𝑒𝑐𝑜𝑛
(with the same length). A small 𝐸𝑔𝑙𝑜𝑏𝑎𝑙 means that the model can
reconstruct a subsequence that is close to existing normal data.
We select the Euclidean distance (ED) and Dynamic TimeWarping
(DTW) distance as the distance functions. For multivariate time se-
ries, we sum up the evaluation scores of each channel as the final
score. In addition, we also conduct the aforementioned evaluations
on other unmodified normal regions of identical lengths for com-
parison.

Results Analysis. The explainability evaluation results are
presented in Figure 7. This figure clearly shows that regardless
of the evaluation method used, our model consistently achieves
lower evaluation scores on anomalous regions compared to other
models. Furthermore, the evaluation scores of other models ex-
hibit a substantial difference between normal and anomalous re-
gions, whereas the discrepancy in our model’s scores between the
two kinds of regions remains minimal. This indicates that the re-
constructions of other models are easily disrupted by anomalies,
whereas our model is capable of accurately reconstructing the nor-
mal data when anomalies are given as input. By comparing the ob-
served anomalous values with the reconstructed normal patterns
from our model, operators can confirm why a certain region is de-
tected as an anomaly.

4.5 RQ3. Robustness
Experiment Setting. As shown in Figure 6(b), the training set
is polluted with various kinds of simulated anomalies, includ-
ing Gaussian Noise, trend anomalies, seasonal anomalies, uniform
anomalies, and shape anomalies. The ratio of injected simulated
anomalies is gradually increased from 2% to 15% to observe the
performance of the models under different levels of contamination.
Furthermore, we inject real anomalies clipped from the testing set
into the training set and repeat these anomalies 1 to 4 times in
the training set to simulate varying levels of real anomaly contam-
ination scenarios. This is considered a challenging test for the ro-
bustness of the models, as it explicitly forces them to overfit the
anomalies in the testing set.

For the robustness tests conducted on the multivariate time
series datasets, three models with additional robustness designs:
NormFAAE, FGANomaly, and USAD, along with 2 top performing
baselines on each dataset are chosen for comparison with our pro-
posed model. For the univariate KDD21 dataset, since NormFAAE,
FGANomaly, and USAD fail to detect anomalies within it, only the
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Figure 6: Illustrations of the experimental settings for explainability and robustness verification. The data in (a) and (b) are
derived from KDD21 006 and Satellite 1, respectively.

Figure 7: The explainability evaluation results on top 4 performing deep learning methods. ED-L (DTW-L) and ED-G (DTW-
G) represent local and global evaluations using the ED (DTW) distance, respectively. “Model”-A (e.g., MMA-A) denotes the
evaluation scores on anomalous regions, while “Model”-N (e.g., MMA-N) refers to the evaluation scores on normal regions.

Figure 8: The robustness evaluation results. Due to the extensive size of the KDD21 dataset, we only include entities 006, 025,
048, 141, 145, 160, and 173 for testing. k% represents the ratio of the sum of anomaly lengths to the training set length.

top 6 performing models on this dataset are included for compari-
son.

Results Analysis. Figure 8 shows that most of the baselines
experience a sharp decline in performance when the training

set is contaminated with anomalies. Furthermore, the most sig-
nificant drop in model performance occurs when real anomalies
are injected. Despite incorporating specialized robustness designs,
NormFAAE, FGANomaly, and USAD still face severe performance
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losses when trained on contaminated datasets. In comparison, our
proposed model is robust to anomalies in the training set, whose
performance loss is less than 10% in most contamination scenarios.
However, we also observe that our model experiences relatively
larger performance losses on the Satellite and KDD21 datasets un-
der high levels of real anomaly contamination. This is because the
two datasets contain subtle subsequence anomalies with long du-
rations, and it is relatively easy for our model to overfit such anom-
alies when they appear multiple times in the training set.

4.6 RQ4. Ablation
To study the effectiveness of each proposed component and justify
the design choices, we evaluate the performance of three distinct
ablated variants of our model across all datasets. (1) MMA with
different backbones. MMA_GRU: We replace the MLP-Mixer
backbone in MMA with Gate Recurrent Units (GRU) to model
temporal dependencies between patches, similar to SegRNN [34].
MMA_Transformer: We use a Transformer to model the tempo-
ral dependencies between patches, similar to PatchTST [38]. (2)
MMA with different masking strategy. MMA_Grating: Follow-
ing ImDiffusion [7], We mask the patches at equal intervals along
the time dimension, resulting in a staggered appearance of masked
and unmasked patches. (3) MMA with disabled submodules.
MMAw/o CL:We remove the Contrastive Learning (CL) module in
MMA and the anomaly score is calculated solely based on the resid-
ual error.MMA w/o DAF:We remove the Dynamic Anomaly Filter-
ing (DAF) module, disregarding the impact of anomalies on the re-
construction of neighboring normal regions. MMA w/o CL&DAF:
We remove both the Contrastive Learning module and the Dy-
namic Anomaly Filtering module.The performance of MMA’s vari-
ants is summarized in Table 4.

Compared to variants using other backbones, the original model
with the MLP-Mixer backbone performs the best. This superiority
is attributed to the MLP-Mixer’s inherent sensitivity to sequence
order (swapping two inputs yields different outputs) and its abil-
ity to model global temporal dependencies. It effectively leverages
global information to reconstruct masked patches, thereby pre-
venting overfitting in anomalous regions. Conversely, the gating
mechanism in the GRU makes MMA_GRU consistently focus on
the data surrounding the masked regions, while forgetting infor-
mation that is farther away. As a result, when the masked areas
are surrounded by anomalies, MMA_GRU tends to overfit these
anomalies rather than reconstructing the possible normal val-
ues. Although MMA_Transformer can also utilize global informa-
tion, the self-attention mechanism in Transformer is permutation-
invariant and “anti-order” [63], necessitating the learning of addi-
tional position embeddings to capture temporal dependencies in
time series [47]. When the time series contain diverse patterns but
with limited training data (e.g., entities 013, 072 in KDD21), the
MMA_Transformer struggles to learn an appropriate position em-
bedding, thus failing to reconstruct the masked patches.

Considering the masking strategy, MMA_Grating results in a
significant performance drop across all datasets. The grating mask-
ing reduces the reconstruction difficulty and makes the model sim-
ply restore the masked patches through extrapolation from the

Table 4: Performance of MMA and its variants.

Method ASD Synthetic Satellite KDD21
VUS-PR F1-(PA%K) VUS-PR F1-(PA%K) VUS-PR F1-(PA%K) VUS-PR F1-(PA%K)

MMA 57.67 69.59 90.62 95.82 87.72 96.89 37.38 52.36
MMA_GRU 41.38 57.57 84.63 94.25 67.10 87.12 34.07 46.39
MMA_Transformer 34.65 53.99 67.03 80.47 65.25 87.53 24.11 32.28
MMA_Grating 43.07 54.51 79.62 88.93 82.26 88.01 30.47 45.10
MMA w/o CL 42.38 61.93 77.01 88.01 85.38 97.05 30.39 41.87
MMA w/o DAF 54.65 65.50 88.99 94.05 80.96 93.73 36.07 40.70
MMA w/o CL&DAF 42.39 59.01 73.89 84.47 81.57 96.99 27.92 39.67

visible neighboring patches. This is highly undesirable for anom-
aly detection, as it makes the reconstruction of masked patches
in anomalous regions susceptible to nearby unmasked anomalies,
leading to overfitting on these anomalies.

Regarding the submodules, MMA achieves optimal perfor-
mance when all submodules are incorporated. Removing any indi-
vidual submodule results in a decline in model performance, with
the most severe decrease observed when both submodules are re-
moved. The removal of the contrastive learning module results
in an average performance loss of 9.56% in VUS-PR and 6.45% in
F1-(PA%K). The contrastive learning module generally increases
anomaly scores in anomalous regions, making it easier to distin-
guish between normal and abnormal time points. Additionally, it
helps detect subtle anomalies that are difficult to identify solely
based on residual errors. Removing the dynamic anomaly filtering
module leads to an average performance drop of 3.18% in VUS-PR
and 5.17% in F1-(PA%K), indicating that mitigating the influence of
anomalous regions on the reconstruction of surrounding normal
parts can help reduce false alarms.

4.7 RQ5. Visualization
In Figure 9, we showcase the capability of MMA in detecting vari-
ous types of anomalies. Some of these anomalies are difficult to de-
tect by other models, such as the Noise-like anomaly in KDD21 003
and the duration change in KDD21 048. Specifically, the Noise-like
anomaly, which has a similar amplitude to normal values, can be
easily overlooked bymethods based solely on residual errors. How-
ever, it can still be detected by our contrastive learning module.
Some anomalies are challenging even for human experts to iden-
tify, such as the rhythmic changes in KDD21 209, where a short
beat should follow a long beat. Ourmodel consistently assigns high
anomaly scores to these anomalous regions, demonstrating the ef-
fectiveness of our proposed method. In addition, our model can
also find anomalies in non-stationary time series, such as KDD21
114 and KDD21 245, which contain dynamic changing patterns.

We further provide visualization results to demonstrate the ef-
fectiveness of each submodule. Figure 10(a) shows that contrastive
learning can aid in detecting subtle anomalies. As these anom-
alies exhibit similar amplitudes to the reconstructed normal val-
ues, “Anomaly Score w/o CL” fails to detect them relying solely on
the residual errors. However, “Anomaly Score with CL” can detect
them by differentiating them in the embedding space. Figure 10(b)
shows that “MMAw/oDAF” fails to accurately reconstruct the nor-
mal parts due to the negative impact of the nearby subsequence
anomaly. “MMA with DAF” can substitute the anomalous regions
with reconstructed normal patterns, resulting in a more precise re-
construction of normal areas and a reduction in false alarms. Fig-
ure 10(c) and (d) illustrate that bothMMA_GRU andMMA_Grating
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Figure 9: Visualization of the various types of anomalies detected by MMA.

Figure 10: Visualization comparison of the performance of different MMA variants.

tend to overfit anomalies due to their excessive focus on the infor-
mation surrounding the masked regions. MMA_Transformer fails
to reconstruct the time series owing to the loss of temporal infor-
mation. Only MMA is capable of accurately reconstructing normal
regions while also restoring normal patterns in anomalous areas.

4.8 RQ6. Insights
4.8.1 Hyperparameters Analysis. The input window size𝑇 and the
weight 𝜆 of the contrastive loss are the most critical hyperparam-
eters in our model. We conduct a sensitive analysis to study the
impact of the two parameters. As shown in Figure 11, increas-
ing the input window size significantly enhances MMA’s perfor-
mance. This observation highlights the importance of consider-
ing longer contextual information for anomaly detection, partic-
ularly for anomalies with long durations. However, when the win-
dow size is not large enough, the model will still fail to detect
some subsequence anomalies. In such cases, increasing the win-
dow size leads to relatively larger residual errors in some normal
regions, resulting in false alarms and performance fluctuations, as
observed in the ASD and Satellite datasets. Additionally, since the
contrastive loss is significantly larger than the reconstruction loss,
we set 𝜆 to 0.005 to balance the scales of the two losses. As illus-
trated in Figure 11, both excessively high and low values of 𝜆 result
in performance losses. When 𝜆 is too small, the contrastive learn-
ing module is not fully trained, whereas a high 𝜆 makes the model
more difficult to reconstruct the samples. An 𝜆 value ranging from
0.001 to 0.005 yields stable performance across all datasets.

Figure 11: Parameter analysis for the window size and the
loss weight 𝜆. The window size of the KDD21 dataset repre-
sents multiples of the patch length.

4.8.2 Learned Patch Embeddings. We calculate the pairwise sim-
ilarity between all patch embeddings within a window and get a
64×64 heat map, where a cell in the 𝑖-th column and 𝑗-th row rep-
resents the cosine similarity between the 𝑖-th and 𝑗-th patch em-
beddings. The heat map in Figure 12(a) exhibits a periodicity that
aligns with the curves, and the similarities between patch embed-
dings are highest when the patches are spaced at integer multiples
of the period. This proves that our contrastive learning module en-
ables the patch embeddings to capture the shape information of
the patches. We also find that in Figure 12(a), the embeddings of
patches with similar shapes but different amplitudes also exhibit
high cosine similarity, indicating that the patch embeddings are
not sensitive to amplitudes.This is an unsolved problem in the field
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Figure 12: Insights into contrastive learning and robustness.

of time series representation learning. Nevertheless, this does not
affect our anomaly detection task, as anomalies with large changes
in amplitude can still be easily detected through residual errors.

4.8.3 Robustness Analysis. We further analyze why our model
demonstrates robustness against anomalies in the training set. As
shown in Figure 12(b), when the model is trained to utilize un-
masked parts to reconstruct the masked anomalous regions, these
regions share similar visible contexts as normal regions but have
conflicting reconstruction targets. Since the training set contains
significantly more normal samples than anomalies, the model is
less likely to be trained to overfit the anomalies. In contrast, com-
monly used reconstruction-basedmodels map samples into embed-
dings and then reconstruct them from the embeddings. There is no
conflict between the reconstruction of anomalies and normal val-
ues, making it easy for the reconstruction-based models to overfit
the anomalies. This is further proved in Figure 12(c), where our
model and MTAD-GAT (the best performing baseline on the Syn-
thetic dataset) are trained on the Synthetic dataset polluted with
real anomalies clipped from the testing set. Our model avoids over-
fitting the anomalies, consistentlymaintaining high residual errors
in anomalous regions, whereas MTAD-GAT exhibits very small
residual errors in anomalous regions after several training epochs.

4.8.4 Scalability Test. We select the top 6 performing models to
evaluate their scalability across datasets of varying sizes in KDD21.
All the deep learning models are tested on the same NVIDIA RTX
3090 GPU and Non-deep learning models are tested on the same
Intel i9-12900K CPU, as they do not support GPU parallel process-
ing. As shown in Figure 13(a) and (b), MMA requires less training
and inference time compared to most of the baselines and grace-
fully scales with the dataset size. This is because MMA allows for
larger input windows, enabling it to process more data points in
a single forward pass during training or testing. Additionally, the
MLP-Mixer backbone used by MMA is proven to be more light-
weight than the RNN and Transformer backbones [6, 11]. On the
KDD21 241 dataset, MMA requires only a computational load of
37.33M FLOPs and 0.47M Params, whileMMA_GRU needs 59.38M
FLOPs and 0.92MParams, andMMA_Transformer demands 69.42M
FLOPs and 1.09M Params. Since k-Means and SAND are non-deep

Figure 13: Scalability tests on entities 32, 55, 194, 191, 241 in
the KDD21 dataset.

learning methods that do not require training, we add the train-
ing and testing times of deep learning models as the overall ex-
ecution time for comparison with them. Figure 13(c) shows that
MMA is consistently faster than non-deep learning methods. This
is because k-Means and SAND rely on subsequence clustering to
detect anomalies, which results in a significant number of pairwise
distance computations on large-scale datasets.

In addition, we test MMA’s inference latency (response time) to
inputs of different window sizes to ensure anomalies are detected
promptly in online settings and critical monitoring scenarios. Con-
sidering that a powerful GPU is not always available in all deploy-
ment environments, we also conduct tests on an Intel x86 2.3GHz
CPU. Figure 13(d) shows that MMA requires less than 0.02 seconds
to process a large input window of 2048 data points using a CPU.
We adopt the commonly used sliding window input method [61]
that calculates anomaly scores for a number of new points equal
to the sliding stride at each inference step. When MMA takes a
sliding stride equal to one period, it can respond to one heartbeat
or one engine cycle within 0.02 seconds. This is considered highly
efficient in most monitoring scenarios [35]. In addition, reducing
the window size or employing a GPU would further decrease the
latency substantially.

5 CONCLUSION
This paper presents a novel algorithm, named MMA, which com-
bines the MLP-Mixer backbone with Masked Autoencoders to al-
low a significantly larger input window for time series anomaly de-
tection. Benefitting from longer contextual information, MMA can
detect anomalies with prolonged durations. Additionally, MMA is
capable of reconstructing potential normal patterns within anoma-
lous regions, thereby providing high levels of explainability. Fur-
thermore, MMA is robust to anomalies in the training set.

In future research, we will focus on developing a unified model
for time series anomaly detection. For example, the KDD21 dataset
contains 250 entities, and training a separate model for each entity
is time-consuming. We hope to develop a unified model that can
handle multiple entities simultaneously.
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