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ABSTRACT

Data�ow systems have an increasing need to support a wide range
of tasks in data-centric applications using latest techniques such
as machine learning. These tasks often involve custom functions
with complex internal states. Consequently, users need enhanced
debugging support to understand runtime behaviors and investigate
internal states of data�ows. Traditional forward debuggers allow
users to follow the chronological order of operations in an execution.
Therefore, a user cannot easily identify a past runtime behavior after
an unexpected result is produced. In this paper, we present a novel
time-travel debugging paradigm called IcedTea, which supports
reverse debugging. In particular, in a data�ow’s execution, which
is inherently distributed across multiple operators, the user can
periodically interact with the job and retrieve the global states of
the operators. After the execution, the system allows the user to
roll back the data�ow state to any past interactions. The user can
use step instructions to repeat the past execution to understand
how data was processed in the original execution. We give a full
speci�cation of this powerful paradigm, study how to reduce its
runtime overhead and develop techniques to support debugging
instructions responsively. Our experiments on real-world datasets
and work�ows show that IcedTea can support responsive time-
travel debugging with low time and space overhead.
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1 INTRODUCTION

Data�ow systems are widely used in modern data-centric appli-
cations. Many of these systems are designed for handling analyti-
cal workloads [9, 17, 32]. Recently, there is an emerging trend to-
wards handling more diverse workloads, using the latest advanced
techniques such as machine learning (ML) algorithms [13, 37] and
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event-driven cloud applications [11]. These advanced use cases of-
ten involve user-de�ned functions (UDFs) [31, 33, 36] with complex
implementation logic and internal states. The rise in the complexity
of data�ow jobs imposes a signi�cant need for good debugging
support. Users increasingly want to understand a data�ow’s run-
time behaviors and identify potential issues in both data and the
data�ow logic itself.

As an example, consider a simple data�ow in Figure 1 designed
to detect fraudulent credit card transactions. The Source operator
(U for short) emits the tuples in a Payments table one by one to
the Feature Enrichment (FE) operator. The latter generates features
for a payment and sends the payment with the features to the
next operator. One of the features is the highest payment of the
customer seen by FE so far. The next Fraud Detector operator (FD)
uses a machine learning model based on the features to identify
fraudulent transactions and marks output transactions with either
a “Fraud” or an “Approved” label. Internally it maintains a blacklist
of customers. If a payment transaction is identi�ed as fraudulent, its
customer is added to the blacklist, and all subsequent transactions
of the same customer will be �agged as fraud. The Fraud Filter

operator (FF) drops the fraudulent transactions and keeps track
of the number of fraudulent transactions. The Sink operator (S)
collects all non-fraudulent transactions as the �nal output.

Feature
Enrichment

Fraud
DetectorSource (U)

Payments

Customer Payment
Bob ¥5,000
Chris $50

... ...

SinkFraud
Filter

(Bob, $40)

Chris:$50
Bob: ¥5,000

...

(Chris, $15, [Features..., $50])

Blacklist:[Bob]

(Bob, $30,"Fraud")

# of detected
frauds: 5

Output Payments

Customer Payment
Chris $50
Chris $29

... ...

Figure 1: A fraud-detectionwork�ow uses features including

the highest payment of a customer to identify fraudulent

transactions and drop them. A bug in the work�ow causes

the payments of Bob to be �ltered unexpectedly.

Suppose after an execution of the data�ow, a user notices that
some transactions that are expected to be approved do not appear in
the outputs. The user believes there should be a bug in the data�ow,
possibly in one of the operators, but cannot pinpoint its location.
Existing debugging solutions and limitations. There are two
common methods to help the user �nd the bug. One method is to
support forward debugging [21, 23, 26], which allows the user to
set breakpoints and pause or resume the execution, akin to using a
traditional language debugger such as gdb for C/C++ and jdb for
Java. The user can inspect the state of a suspicious operator after an
issue has happened, thus it is known as “post-mortem” debugging.
A main limitation of this method is that the runtime behaviors that
caused the unexpected result have already happened, but the user
cannot go back to the past to identify the behavior. To �nd the
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root case, the user may have to rerun the entire data�ow from the
beginning, hoping to repeat and locate the runtime behavior. This
method not only needs to repeat the previous execution (which
can be computationally expensive), but also lacks the guarantee
to reproduce the problematic runtime behavior in the original exe-
cution. Another method is to use data lineage and provenance to
trace the transformations of data tuples (e.g., [16, 24, 34]). It helps
the user trace backward to identify where data went wrong in the
execution and understand the origin of the problematic tuple. A
main limitation of this approach is that it does not capture how the
state of each operator evolved during execution, while the state can
be crucial for the user to understand the runtime behavior and iden-
tify a bug. In the running example, the user may need to examine
the internal states of the FE and FD operators to understand why
the problematic tuple is mistakenly marked as fraud. In this case,
analyzing the lineage of the problematic tuple alone is insu�cient
to �nd the bug, which could be related to a logic error or state error
within the operators. Details of the bug will be shown in Section 3.
Proposed solution. Notice that a similar problem exists in pro-
gramming languages, and reverse debuggers [25, 30] allow users to
repeat a program’s past execution to debug. These tools [6, 8] have
shown to be very powerful in helping programmers �nd bugs in
code. In this paper, we study how to support a similar experience in
the execution of data�ows. We develop a novel debugging paradigm
called “IcedTea”1, which allows users to interact with an execution
of data�ow to inspect its state and later faithfully repeat the ex-
ecution to enable time travel to past interactions. Figure 2 gives
an overview of the system. After the original execution, the user
can jump to any of the past interactions, particularly those before
unexpected results were generated (e.g., time 10:05). In addition,
the system allows the user to control the replay process and take
steps to inspect how the operator states changed.

Original execution

10:05

User
Controlled

Replay

12:40

Post-execution Debugging

FE FDU SFF

Observed Operator State

Interactions

Time

Figure 2: Time-travel debugging with IcedTea: Users inspect

operator states during execution, then return to a past inter-

action to replay the work�ow.

Requirements and challenges. First, the execution of a work�ow
with multiple operators is inherently distributed. As debugging
aims to identify bugs related to data processing, we need to cap-
ture meaningful global states of the operators in this distributed
environment to help the user understand the lifecycle of data tu-
ples. Second, debugging primitives need to consider the work�ow’s
DAG structure and how data records are processed through the
operators in the DAG. Third, a log-based method to support the
repeatability of the original execution needs to have low overhead
in terms of both time and space, especially when the data volume
is large. Fourth, since debugging is a user-facing experience, each

1It stands for “Interactive executions of data�ows in Time-travel debugging.”

time-travel request should be served responsively, ideally within
seconds or even milliseconds.
Paper organization and contributions. The following is the or-
ganization of the paper with our contributions. In Section 2 we
present a data�ow architecture and computation model of each
operator in IcedTea. In Section 3, we explain how a user interacts
with a data�ow execution and develop a new concept called “tuple-
consistent snapshot” for the operators, which is useful for the user
to understand how data tuples are processed during the execution.
In Section 4, we study how to allow the user to time travel after
the execution. We develop debugging primitives including jumps
and step operations, and how to do logging and use the log records
to support these primitives. In Section 5, we extend the results to
general data�ow DAGs and discuss how to support determinis-
tic replay in the presence of non-determinism within operators.
In Section 6 we study how to support the debugging primitives
responsively, with considerations of time and space overhead. In
Section 7 we present experimental results to evaluate IcedTea on
real-world datasets and work�ows.

1.1 Related Work

Debugging in data�ow systems. For instance, BigDebug [21]
introduces simulated breakpoints for Spark-based [1] applications.
Amber [26] allows developers to pause and resume a data�ow job
and set conditional breakpoints. Port [28] supports an isolated envi-
ronment for debugging sessions by transferring them to an external
process. Udon [23] focuses on forward debugging on user-de�ned
functions, and it allows users to set breakpoints on code lines and
control the execution line-by-line. IcedTea is di�erent from these
debugging techniques, as it can support “backward debugging” by
allowing the user to go back to the past in the original execution.
Ambrosia [19] is a framework designed for general-purpose dis-
tributed applications. It o�ers robust record-and-replay capabilities
for time-travel debugging and supports multi-node debugging by
enabling the independent re-execution and inspection of partial
programs on individual nodes. IcedTea is speci�cally designed for
data�ow systems, with features that track tuple execution across
operators and nodes. IcedTea ensures tuple-consistent snapshots
and supports a coordinated debugging experience of data�ows
spanning multiple nodes, thus providing the user with a holistic
view of data�ow execution in a distributed environment.
Data lineage and provenance. Data lineage helps users identify
potential errors by showing how data is processed through vari-
ous stages in a data�ow. Provenance provides historical metadata
about data, such as its origins, changes, and context. For instance,
TagSni� [16] presents a tag-based system to label and trace data
between operators. OptDebug [22] develops a method for pinpoint-
ing fault-inducing operations by streamlining input records and
tracking operation lineage. Titan [24] integrates data provenance
into Apache Spark [1] and allows users to trace the lineage of data
through Spark transformations. Provenance-based approaches do
not allow users to recover the state of an operator back in a past
execution of a data�ow. In contrast, IcedTea allows users to revert
the states of operators to an earlier time point of a past execution
and start inspection from that point. In Section 7, we show that
many operators in real-world work�ows are stateful.
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Reverse debuggers in programming languages. Such debug-
gers have proven to be powerful in various contexts. For instance,
GDB [4] supports record-and-replay debugging. There are com-
mercial solutions such as UndoDB [8] (for C/C++ programs) and
Replay [6] (for Web applications). Reverse debuggers for general
programs need to handle various non-deterministic factors, such
as I/O on �les or networks and concurrent multi-core executions.
The recording process in these tools could have a signi�cant over-
head [15]. Compared to these solutions, IcedTea is designed for
data�ow systems, where an execution is distributed. The solution
is di�erent as it utilizes the DAG structure and data-processing
properties, which are not a focus of traditional reverse debuggers.
Existing snapshot algorithms. Many existing methods, such
as the Chandy-Lamport algorithm [14] and Flink’s asynchronous
snapshotting algorithm [10], focus on capturing a globally consis-
tent state in a distributed system, to support fault tolerance. These
approaches require capturing the states of all the operators in a
data�ow. IcedTea uses a di�erent snapshot semantic in order to
trace the lifecycle of the processing of an input tuple. In particular,
for each input tuple of an operator, IcedTea captures the states
of the operator and all its downstream operators, and ignores the
states of other irrelevant operators.

2 OVERVIEW OF ICEDTEA

2.1 Data�ow Systems

A data�ow (a.k.a. work�ow) is a directed acyclic graph (DAG) of
operators, denoted as, = (+ , �), where + is a set of operators,
and � is a set of uni-directional edges connecting two operators.
An operator has internal variables, e.g., a total count in a COUNT

operator. It processes input messages, updates its variables, and gen-
erates output messages. We consider a pipelined-execution model
in which multiple operators run in parallel. Without waiting to
receive all input data, an operator can output its results so that its
downstream operators can process the data simultaneously. Dur-
ing the execution of the work�ow, a module called coordinator

receives interaction requests from users and communicates with
the operators. The coordinator has a bidirectional channelwith each
operator, and the channels and edges between operators guarantee
�rst-in, �rst-out (FIFO) and exactly-once message delivery. An edge
or channel assigns an incrementally increasing sequence number
to each of its messages. There are two types of messages, namely
tuple messages (or “tuples” for short) and control messages. A tuple
message includes data to be processed in the work�ow. A control
message includes an instruction to retrieve the internal state of an
operator (de�ned shortly). Tuples are transferred through edges

U

Coordinator

Control MessageTuple

Channel
Edge

FE FD S
C

FF

Figure 3: During work�ow execution, the coordinator and

operators exchange control messages via channels, while

operators send control messages and tuples through edges.

between operators, while control messages are sent via the chan-
nel between the coordinator and an operator or on edges between

operators. On the edges, control messages are transferred together
with tuples following their FIFO order.

Figure 3 shows how the two types of messages are transferred
during the execution of the example work�ow. The coordinator
sends control messages to all the operators and waits for control
messages from them. For instance, the coordinator sends a control
message 2 to the FE operator to retrieve a mapping of customers to
their highest payments.

2.2 Computation of an Operator

During a data�ow execution, the operators do the computation in
discretized steps that can change their internal states. Between two
discretized steps, the operator is considered to be waiting.

De�nition 2.1 (State and computation step of an operator). An
operator’s state includes its internal variables. In each computation

step, the operator consumes an input message (a control message
or a tuple), updates its state, and generates output messages.

Figure 4 shows the state transitions of three computation steps
of the Feature Enrichment operator in the running example. The
operator processes a tuple or a control message in each computation
step. The operator’s state includes the highest payment for each
customer. Initially, the state has Bob’s highest payment of $5, and
Chris’ highest payment of $40. In the �rst computation step, the
operator processes a tuple G = (�>1, $20), and updates its state by
changing Bob’s value to $20. It then emits a tuple G1 with Bob’s
current highest payment, $20, appended as the third �eld. When
processing a tuple ~ = (�ℎA8B, $10), the operator does not alter its
state, and it emits a tuple ~1 with Chris’ current highest payment,
$40. After processing ~, the operator processes a control message 2
from the coordinator and sends its state as another control message
21 back to the coordinator without modifying its state.

Figure 4: Three computation steps of the FE operator.

2.3 Time Travel Debugging Experience

As illustrated in Figure 2, during an execution of a work�ow in
IcedTea, periodically the user sends an interaction request to the
system to retrieve the runtime states of the operators without paus-
ing or stopping the execution. After the execution, the user can roll
back the work�ow to the states of any of the past interactions by
sending a “jump” instruction. After that, the user can perform a
controlled replay using “step” instructions to replicate the original
execution and investigate how the states of the operators evolved
throughout the process. This way, the user can understand past
runtime behaviors and identify bugs.

3 ORIGINAL EXECUTIONS WITH
INTERACTIONS

In this section, we present how users interact with a data�ow during
its original execution to retrieve a global state of the operators.
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We use an example to show the limitation of the classic “happen-
before consistency.” We present a new concept called “tuple-based
consistency” and develop an algorithm for retrieving a global state
with this type of consistency.

3.1 Interaction and State Snapshots

Before executing a data�ow, , a user speci�es an operator as an
interesting operator, denoted as \ . Let� (\ ) be the sub-DAG of,
that includes \ and its downstream operators and edges. During
execution, the system allows the user to retrieve the state of op-
erators in� (\ ). Additionally, post-execution debugging on these
operators is supported to understand their runtime behavior. In the
running example, if the user chooses FE as the interesting operator,
then� (FE) includes the sub-DAG with operators FE, FD, FF, and S.

De�nition 3.1 (Snapshot). During an execution of a data�ow, ,
a snapshot starting at an interesting operator \ is a set of states of
the operators in the sub-DAG � (\ ), denoted as ( (,,\ ).

De�nition 3.2 (Runtime Interaction). Given an interesting opera-
tor \ of a data�ow, , a runtime interaction during an execution of
, is a request to retrieve a snapshot starting at the operator \ .

An interaction can be triggered by the user or the system. For
system-triggered interactions, the user sets conditions on input
tuples of the interesting operator. If a tuple meets the conditions, the
interesting operator requests an interaction. Data�ow execution is
distributed, withmultiple operators running in parallel. We ensure a
retrieved snapshot for a user interaction is “consistent.” A common
consistency notion is based on “happen-before” [27]. This requires
that if the state of a process re�ects a message receipt, the state
of the sender re�ects the message sending [18]. Algorithms like
Chandy-Lamport [14] retrieve happen-before consistent snapshots.

To illustrate happen-before consistency’s limitation in debugging
tuple-oriented execution, Figure 5 shows four interactions �1, . . . , �4
during data�ow execution. Suppose the user sets a condition to
monitor tuples entering FE with amounts over 1,000. Interaction
�3 is triggered by the input tuple I due to its non-dollar currency.
Each interaction retrieves a snapshot satisfying happen-before con-
sistency. At �1, the snapshot shows all operators in their initial state.
The tuple G , which contains Bob’s payment of $20, is the next tuple
that FE will process. At �2, the snapshot shows FE after processing
G and producing G1, adding the $20 to its state. The next tuple ~
contains Chris’s $10 payment. At time Cİ , a tuple with Bob’s ¥5,000
payment is sent to FE. Interaction �3 is triggered after FE processes
I. The snapshot at �3 shows FE after adding Chris’s payment and
updating Bob’s largest payment to ¥5,000. Later, the user requests
interaction �4, which shows that Bob is blacklisted with his highest
payment being ¥5,000. It also reveals 23 transactions marked as
fraud on FF, all attributed to Bob. This is unexpected since ¥5,000
is a small amount. The user wonders if Bob was blacklisted when
the ¥5,000 payment was processed, but this cannot be con�rmed
from the snapshot at �3, where FD’s blacklist shows nothing.

Since a happen-before consistent snapshot shows states while
a tuple is still “going through” operators, the user may not see
the complete e�ect of the tuple. In our example, although tuple I
triggers an interaction, the retrieved snapshot does not reveal the
bug caused by this tuple. Since the payment is not processed by FD,

the user cannot determine if it will blacklist Bob. To address this
limitation, we introduce a new kind of consistency.

Feature
Enrichment Fraud Detector Fraud Filter

blacklist: []

FE FD FF

blacklist: []

FE FD FF
Bob: ¥5,000
Chris: $10

Time

(Bob, $20)

(Chris, $10)

(Bob, ¥5,000)

I1

I2

I3

FE FD
Bob: $90
Chris: $10
Alice: $50

blacklist: [Bob]

Bob: $20

blacklist: []

# of fraud: 23

Sink

S

S
(Bob, $20)

(Bob, $20)
(Chris, $10)

...

SI4

θ

FE FD FF S
Bob: $20

Chris: $10
blacklist: [] # of fraud: 0

# of fraud: 0

FF

tz

x

y x1

z y1 x3

z1 y2

Which transaction
caused this?

# of fraud: 0

# of fraud: 0

Figure 5: At �4, the user notices Bob is incorrectly blacklisted,

as his largest payment is ¥5,000, considered small. The bug,

caused by tuple I, was not revealed in snapshot �3 at time Cİ
because FE had not processed the tuple.

3.2 Tuple-Based Consistency

To address this limitation, we introduce a new notion of consis-
tency called “tuple-consistency” in the context of tuple processing.
Intuitively, a tuple-consistent snapshot captures the states of the
operators in� (\ ) after all tuples into the interesting operator \ are
completely processed by the sub-DAG. For simplicity, we assume
the downstream operators of the interesting operator form a chain.
We will relax this assumption in Section 5.

De�nition 3.3 (Snapshot after a sequence of tuples). Given a se-
quence of tuples ) to an interesting operator \ , the snapshot of
� (\ ) after) , denoted as � (,,\,) ), includes the operator states in
� (\ ). For \ , its state re�ects that it processed all tuples in ) and
no more tuples are processed. For the states of other operators in
� (\ ), their states re�ect that every tuple generated through the
processing of ) has been processed.

Figure 6 shows the comparison between the snapshot at �3 and a
snapshot � ′

3
after a sequence of tuples G , ~ and I. The latter shows

that Bob has been blacklisted. Because tuple ~ and I are fully pro-
cessed by all the operators, the user can gain insights that at the
time when FE updates the largest transaction for Bob to ¥5,000, Bob
is added to the blacklist.

De�nition 3.4 (Tuple Consistency). Given an interesting operator
\ in a data�ow, , a snapshot ( (,,\ ) is tuple-consistent if there
exists a sequence of tuples ) such that ( (,,\ ) = � (,,\,) ).

The alternative snapshot � ′
3
in Figure 6 is tuple-consistent with

respect to a set of tuples G , ~ and I. Tuple-consistent snapshots can
better help the user understand the states after a set of tuples is
processed by the operators.
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FE FD FF

Bob: ¥5,000
Chris: $10

blacklist:[Bob] # of fraud: 1

S

(Bob, $20)
(Chris, $10)

FE FD FF

Bob: ¥5,000
Chris: $10

blacklist:[] # of fraud: 0

S

(Bob, $20)

snapshot at I3

Alternative
snapshot I3'

z1 y2

Figure 6: Comparison of snapshots �3 and � ′
3
after tuples G , ~,

and I. The latter is more informative, showing Bob’s blacklist

addition for his ¥5,000 payment.

3.3 Retrieving Tuple-Consistent Snapshots

We propose an algorithm for retrieving a tuple-consistent snapshot
without interrupting the execution of the data�ow. Its main idea
is to insert a barrier between the processing of two consecutive
tuples of an interesting operator. In this way, the barrier separates
the processing of two tuples. Operators report their states after
receiving barriers from their upstream operators.

The algorithm works as follows. Given an interesting operator \ ,
the coordinator sends a control message to \ , which propagates the
control message to its downstream operators. Algorithm 1 describes
how each operator handles the barrier and reports its state.

Algorithm 1 Retrieving a state of an operator

Input: Interesting Operator \ , Operator G , SubDAG � (\ )

1: E ← {4 | 4 ∈ G .64C�=?DC�364B () if 4 ∈ � (\ )}

2: � ← =D;;

3: if G ≠ \ then

4: while E is not empty do

5: < ← A4248E4"4BB064 ()

6: if C~?4 (<) == Barrier then
7: � ←<

8: <.4364.38B01;4 () ² Block messages from this edge.
9: E .A4<>E4 (<.4364)

10: else ² Receive and process a data message.
11: G .?A>24BB (<)

12: else

13: � ← 64=4A0C4�0AA84A ()

14: A4?>AC(C0C4 (G)

15: B4=3)>�;;$DC?DC�364B (�)

16: 4=01;4�;;�=?DC�364B () ² Unblock messages from all edges.

Due to the distributed nature of the algorithm, operators along
di�erent paths starting from \ in � (\ ) process messages indepen-
dently, without blocking each other. On each path, the processing
time of a message is the sum of the processing times of all its opera-
tors. Let  Ħ represent the number of in-�ight messages along path
? , and let )Ħ denote the total processing time per message on that
path. Therefore, the total time required to collect operator states
along path ? is Ħ×)Ħ . Since the messages on paths are processed in
parallel, the path with the maximum  Ħ ×)Ħ is the bottleneck, and
its time is the overall duration of the snapshot-retrieval process.

4 POST-EXECUTION DEBUGGING

In this section, we present a novel time-travel debugging paradigm
on data�ow systems to allow users to investigate past execution,
with two debugging primitives: “jump” and “controlled replay.”

4.1 Jumping to a Past Interaction

One primitive of time-travel debugging is to roll back the states
of the operators to a past interaction. This primitive is especially
important when, after several interactions, the user wants to inves-
tigate a past interaction. To do so, she can use a Jump instruction
to revert the work�ow execution to the earlier interaction point
and begin debugging from there.

De�nition 4.1 (Order of Interactions). We denote the timestamp
when a request of interaction � is received by the coordinator as) (� ).
The order of interactions is determined based on these timestamps.
Speci�cally, for any two interactions �1 and �2, interaction �1 occurs
before �2 (denoted �1 z �2) if and only if ) (�1) < ) (�2).

De�nition 4.2 (Interaction History). Given an interesting operator
> in a work�ow, an interaction history of an execution is a sequence
� = [�0, . . . , �Ĥ], where each �ğ is an interaction corresponding to a
snapshot, and �0 z �1 . . . z �Ĥ . The snapshot retrieved in interaction
�ğ is denoted as ( (�ğ ). Snapshot �0 contains the initial states of the
operator > and all its downstream operators.

De�nition 4.3 (Jump). Given an interaction history � , a jump to
an interaction �ġ ∈ � is to rollback the operators in the snapshot
to their states at �ġ . After the jump, all the operators covered by
the snapshot are waiting for messages.

Figure 7 shows two interactions �1 and �2 in execution of the
work�ow in the running example. Both snapshots of the interac-
tions are tuple-consistent. At �2 the user sees that Bob is added to
the blacklist, while at �1 the blacklist is empty. The user jumps to �1
to start replaying the execution to identify why Bob was blacklisted.

FE
Bob: $20 Blacklist: []

FE
Bob: ¥5,000
Chris: $10

Blacklist: [Bob]

FD

FD FF

FF
Interaction 

History Why?

I1

I2

Jump # of fraud: 0

S

S
(Bob, $20)

(Bob, $20)
(Chris, $10)

# of fraud: 1

Figure 7: After seeing Bob has been added to the blacklist

at �2, the user wants to rollback the work�ow to an earlier

interaction point �1 to start an investigation.

Supporting Jumps. To support a jump instruction, IcedTea needs
to capture the state of each operator involved in an interaction
during the original execution. Since users can request any number
of interactions, storing all these snapshots could introduce signif-
icant overhead in storage and time. To reduce the impact of the
runtime performance, for each interaction, IcedTea captures a logi-
cal timestamp when an operator processes an interaction message.
Later, the system utilizes the timestamp to reconstruct its state at
an interaction.

For simplicity, we �rst assume that an operator’s computation is
deterministic. That is, (1) given the same initial state of an operator
and an input message, the operator will always produce the same
output messages and reach the same resulting state after processing
the message.; and (2) for each execution, every source operator
generates the same sequence of output messages. If the computation
of an operator is deterministic, by recording logical timestamps,
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it is necessary to reproduce its state to the timestamp of interest.
Otherwise, we need to materialize its input data to ensure we can
reconstruct the operator’s state from earlier data messages. We will
relax these two assumptions in Section 5.

Each operator contains a counter to keep track of how many
tuples have been processed by the operator. Once it receives a con-
trol message for an interaction, it writes its current counter value
to a log �le. For instance, Figure 8a shows that a user interaction
is processed by operator FE. After handling this interaction, the
counter shows the operator has processed 42 tuples. The operator
writes this number to its log. Each downstream operator of FE also
generates a log entry with its respective number of processed tuples
after receiving the propagated interaction message.

FE S
Interaction(42)

FD
# of tuple

processed = 42 generated log entry

Coordinator
interaction

t
FF

Runtime

(a) Upon an interaction, FE

records its counter value 42.

Interaction(42)
log entry

Pause after processing
42 tuples

Coordinator

FE SFD FFU

"Jump"

(b) During a jump, FE processes

42 tuples, then pauses.

Figure 8: Record and jump to an interaction.

When the user requests a jump to a previous interaction snap-
shot, the coordinator sends a control message to restart all operators.
Each operator processes its tuples until it reaches the recorded tar-
get counter value, then sends a control message to the coordinator.
Once the coordinator has received messages from all operators
involved in the snapshot, the jump is complete. Operators not in
the snapshot, like the source operator U, continue producing tuples

To ensure the operator states included in the interaction remain
unchanged after a jump, we “stash” incoming tuples, temporarily
storing themwithout processing. This action is also called a “pause”.
The stashing can occur either on the sender side, where the sender
stops generating tuples after reaching a limit, or on the receiver
side, where the receiver holds incoming tuples without processing
them. If stashing occurs on the receiver side, we use a backpressure
mechanism [20] to prevent the sender from overproducing tuples.

Figure 8b shows how IcedTea restores the state of the operator
FE during the jump to the recorded interaction. The coordinator
restarts all the operators, and FE checks its step count after process-
ing each tuple until it reaches the target number 42. Then, it starts
stashing incoming tuples, waits for the next control message from
the coordinator, and noti�es the coordinator. The same operations
happen for all the downstream operators of FE. Since the source
operator U is continuously producing tuples, all the tuples are now
queued to be processed on the edge between U and FE due to the
pause of FE.

4.2 Controlled Replay between Interactions

Another primitive in time-travel debugging involves replaying the
execution between interactions. Once the user reverts the execution
back to a past interaction, she can replay the computation of the
original execution. This primitive is important in helping the user
understand how the state of each operator changed in the original
execution, step by step. Since the purpose of awork�ow is to process
data, we focus on how to let users trace the processing of tuples,
and correspondingly de�ne step-related concepts based on tuples.

In our previous example, after jumping back to the interaction
�1, the user can replay the execution from �1 to �2 by using two in-
structions on a particular tuple, namely “step-over” and “step-into”.
After the user jumps back to �1, FE is waiting for its next tuple, i.e.,
(�ℎA8B, $10). Since this tuple is irrelevant to Bob’s transactions, the
user is not interested in how each operator processes this transac-
tion. By doing a “step-over”, the user can get a snapshot when a
tuple is completely processed. Speci�cally, we �rst introduce the
concept of a “tuple’s scope,” which includes the tuples generated
during the processing of a tuple.

De�nition 4.4 (Tuple scope). Given a work�ow, , the scope of
an input tuple C of an operator > , denoted as D(,,>, C), is a set of
tuples de�ned as follows:

(1) C is in D(,,>, C).
(2) For each tuple 3 in D(,,>, C), if an operator processes the

tuple3 and produces zero ormore output tuples {3′
1
, . . . , 3′Ĥ},

all the produced tuples are also in D(,,>, C).

Figure 9 shows the tuple scope of the tuple G , which includes G ,
G1, G2, and G3.

FE FD S

Tuple Scope of x

FF

θ

x1 x2 x3x

Figure 9: The tuple scope of G is a set of four tuples, which

contains G , G1, G2, and G3.

De�nition 4.5 (Step-Over). Given a work�ow, , an interesting
operator \ , and an input tuple C to an operator in� (\ ), a “step-over”
of C results in a snapshot where it re�ects all tuples inD(,, C) have
been processed. All the operators in the snapshot wait for messages.
For operators outside the snapshot, they still process tuples.

Supporting step-over. When the user requests a step-over on
a tuple, the coordinator sends a control message to the receiving
operator and all of its downstream operators, instructing them
to continue processing. Once the receiving operator receives the
control message, it processes the �rst input tuple and generates
output tuples. It also appends a barrier after those output tuples.
Upon receiving all barriers from its upstream, an operator prop-
agates this barrier to its downstream, pauses, and awaits further
stepping instructions. Once the receiving operator and all its down-
stream operators send their states to the coordinator, the step-over
instruction is completed.

After jumping back to �1, the user decides to take a step-over
on tuple (�ℎA8B, $10), which is shown in Figure 10. During this
step-over, the four operators process tuple (�ℎA8B, $10) and result
in another snapshot (1. In this snapshot, a value of $10 is added to
��’s state and the $10 transaction is approved.

After inspecting the snapshot (1, the user sees a pending tuple
(�>1,¥5, 000) to be processed by FE. She wants to take a close look
at how each operator processes this tuple. In this case, she can use
the “step-into” debugging instruction.

De�nition 4.6 (Step-Into and Step-Out). Given a work�ow, , an
interesting operator \ , and an input tuple C to an operator > in� (\ ),
a “step-into” of C results in a snapshot where it re�ects tuple C has
been processed by > . All the operators in the snapshot are waiting
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(Chris, $10)

(Bob, ¥5,000)

Bob: $20 Blacklist: [] (Bob, $20)
FE FD FF S

FE FD FF S
Bob: $20

Chris: $10
Blacklist: [] (Bob, $20)

(Chris, $10)

# of fraud: 0

# of fraud: 0Interaction 
History

Figure 10: A step-over of the tuple (�ℎA8B, $10) results in a

snapshot where the tuple of Chris’s payment is processed

sequentially by the three operators.

for messages. A corresponding “step-out” operation results in a
snapshot where all the tuples in D(,, C) are processed.

Supporting step-into and step-out. If the user selects the input
tuple and requests a step-into, the coordinator sends a control mes-
sage to the receiving operator of the tuple to instruct the operator to
process the tuple. The processing results in a state change of the op-
erator and the generation of output tuples. The operator also sends
a barrier after its output tuples to its downstream. The updated
state is sent to the coordinator through a control message. When
downstream operators receive these output tuples, they will also
notify the coordinator that they have pending input tuples. Suppose
a step-into is applied on the operator > . IcedTea allows the user to
take a step-out by sending control messages to the downstream
operators of > . After receiving this control message, each of them
continues its tuple processing until it processes the barrier. After
that, it again pauses itself and sends its state to the coordinator. The
user decides to take a step-into on tuple (�>1, ¥5, 000) to inspect
how FE processes it. During this step-into, FE incorrectly parses
the amount of the payment. The currency unit for the payment is
changed from ¥ to $ in the output tuple. This step-into results in
another snapshot (2. After that, the user takes a step-out operation,
which resumes all operators to process Bob’s payment. As a result,
Bob is added to the blacklist, and the fraud count of FF increases.

FD FF SFE

step-into
(Bob, ¥5,000, $5,000)

S1

S2

(Bob, ¥5,000)

Bob: $20
Chris: $10

Blacklist: [] (Bob, $20)
(Chris, $10)

FE FD FF S

Bob: ¥5,000
Chris: $10

Blacklist: [] (Bob, $20)
(Chris, $10)

FD FF SFE
Bob: ¥5,000
Chris: $10

Blacklist: [Bob] (Bob, $20)
(Chris, $10)

S3

step-out

# of fraud: 0

# of fraud: 0

# of fraud: 1Interaction 
History

Figure 11: Step-into of tuple (�>1, ¥5, 000) changes the pay-

ment to $5,000. After step-out, the snapshot shows Bob black-

listed and a fraud transaction �ltered by FF.

5 GENERALIZATIONS

In previous sections, we made a few assumptions: (1) The work�ow
is a chain of operators; (2) The computation of each operator is
deterministic. In this section, we relax these assumptions, starting
with a discussion of general DAG cases, followed by an exploration

of scenarios where an operator is non-deterministic. We also discuss
how to handle large operator states.

5.1 General DAGs

Operators with multiple input edges.We �rst consider DAGs
where some of the operators have more than one input edge. The
state of an operator can depend on tuples’ arrival order, and having
more than one input edge can cause non-deterministic input order.
IcedTea captures the arrival order of the input tuples in the original
execution. Speci�cally, IcedTea writes additional �=?DC log records,
each containing a tuple’s incoming edge. During post-execution
debugging, the operator processes input tuples according to the
logged order. Note that the interesting operator can also process
tuples outside the current tuple scope. Suppose we have an operator
� processes tuples from both operators� and �. This means a tuple
from � can be processed by � , between the processing of tuples
from �. If the user marks operator � as the interesting operator,
tuples from � are automatically consumed during the stepping
instructions to repeat the exact execution.
Operators with multiple output edges. An operator with mul-
tiple output edges can produce tuples for each edge from a single
input tuple. To support the stepping instructions, the operator can
forward any barrier created during these instructions to all its out-
put edges. Due to the distributed nature of the execution, the output
tuples are processed by the downstream operators in no particular
global order. During the post-execution debugging, the user can
take stepping instructions on any of these tuples. Consider a tree-
shaped work�ow with an operator � that has three output edges.
Suppose we want to do a step-into on this operator for a tuple C .
After processing C , the operator outputs a tuple and a barrier for
each output edge. After all three downstream operators receive
their corresponding tuple, the coordinator prompts the user for
step instructions. The user can choose any of the three tuples to
perform a step instruction.
Complexity in General DAGs. A general DAG can have opera-
tors with multiple input edges as well as operators with multiple
output edges, which can result in more than one path between two
operators. As a result, the tuples generated by two tuples of an
upstream operator could arrive at a downstream operator in an
order di�erent from the order in which they arrived at the upstream
operator. Consider an example in Figure 12. Operator � processes
tuple G then tuple ~. Tuple G2 in the scope of G is produced by op-
erator �, and tuple ~2 in the scope of ~ is generated by operator � .
At operator � , the processing order is di�erent, as ~2 is processed
before G2. In other words, the processing of scopes of tuples G and
~ can overlap in the temporal dimension. In this case, a step-over
on tuple G is not feasible because operator � must process a tuple
within the scope of ~ before it can process G2, which requires that
tuple ~ to be processed �rst by operator �.

A B
x x2

C

y
D

y2process x, then y process y2, then x2

x1

y1

Figure 12: Stepping over G requires � to process ~ as well,

since � needs to handle ~2 (within the scope of ~) before G2.

To detect such a case, IcedTea requires operators to write ad-
ditional $DC?DC log records, which include the number of output
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tuples generated on each downstream edge for an input tuple. Using
these log records, IcedTea can trace the scope of each tuple and
the sequence in which operators handle these scopes. It can then
determine if the processing of two tuple scopes overlaps. For an
input tuple in such a case, its step-over is not applicable. Figure 13
illustrates an example for the work�ow in Figure 12. For tuple G , op-
erator � records a log entry $DC?DC ( [(�, 1)]). The recorded (�, 1)

indicates that the operator sends one tuple to operator �. Subse-
quently, � forwards this output tuple to � . The log for operator �
shows that it �rst processes a tuple from operator� before handling
the one from operator �. As the log does not show any output tuple
generated from � , the processing of the scope of G overlaps with
another tuple’s scope. So a step-over on tuple G is not feasible.

Output([(B, 1)])
Output([(C, 1)]) Output([(D,1)])

Output([(D,1)])

overlap

B's log

C's log
D's log

A's log

Tuple x

Tuple y

Input(C)

Input(D)
Output([])

Output([])

Figure 13: Logs from operators � to � show overlapping

processing scopes of tuple G and tuple ~.

5.2 Non-deterministic Operators

So far, we assume each computation step of an operator is deter-
ministic. We now relax this assumption. As an example, consider a
sentiment analysis operator that processes an input tuple by gener-
ating a probability distribution for possible subsequent tokens. This
step is deterministic. Then the operator calls a function randInt

to randomly select a token from the distribution. This randInt
function produces non-deterministic results. Calling external ser-
vices (e.g., ChatGPT service [2]) may also make the operator non-
deterministic. To handle non-deterministic computation in a replay
process, particularly in user-de�ned functions (UDFs), IcedTea pro-
vides an API called logResult() for users to wrap any function
calls. Such a function call logs the return value of the wrapped
function during the original execution. In replay runs, it skips the
wrapped function invocation and uses the saved values from the
log to ensure determinism.

5.3 Large Operator States

During the replay process, some operators may have a large state,
which could cause signi�cant overhead on storage and network
when it is transferred to the user. To reduce this overhead, we can
use data structures such as Merkle trees [12] to incrementally calcu-
late the updates between two consecutive states. For instance, op-
erators with their state as a hash map (e.g., Aggregate or HashJoin)
can save only the updated key-value pairs between states. Similar
approaches can also be used to e�ciently store checkpoints.

6 SUPPORTING RESPONSIVE DEBUGGING

Since time-travel debugging is a user-facing experience, it is crucial
to support requests responsively. In this section we consider how
to use checkpoints to reduce latency, and discuss ways to provide
upstream data for an interesting operator. We then study how to do
checkpointing judiciously to meet a responsiveness requirement.

6.1 Reducing Latency Using Checkpoints

We can support a jump instruction by replaying the log records
from the initial state. This process is time-consuming, and we can
reduce the time by doing checkpoints at some of the interactions.
A checkpoint at an interaction is a saved copy of the snapshot at
the interaction, which includes the states of the operators in � (\ ).
Suppose the work�ow state of an interaction � Ġ is checkpointed.
To jump back to the state at � Ġ after the original execution, we
can simply retrieve the state of each operator from the checkpoint.
Suppose the user wants to jump to a non-checkpointed interaction
�ġ after � Ġ . We can load the checkpointed snapshot of � Ġ and let
each operator replay its execution until it reaches �ġ . Replaying the
log after � Ġ signi�cantly reduces the latency compared to replaying
the log from the initial state.

To reduce the time to provide data records to \ that were con-
sumed after the checkpointed interaction, operator \ can store all
its input tuples after the interaction, which can be read after a
jump instruction to support replay. Alternatively, we can let the
upstream operators of � (\ ) repeat their computation from their
initial states to re-generate the tuples to� (\ ), which uses its log to
decide the new tuples to process. To reduce this data-regeneration
time, we could also checkpoint the upstream operators and start
regenerating their tuples from their previous checkpoint.

6.2 Selective Checkpointing with
Responsiveness Guarantee

Assuming a tuple can be processed by the work�ow quickly, each
step instruction can be served responsively. Next, we focus on the
responsiveness of jump requests. We assume a time limit g that
represents the maximum amount of time a user is willing to wait for
each jump instruction. Ideally, each request should be served within
g . We study the following optimization problem: given g , select a
set of interactions to the checkpoint so that after execution, the
user can jump to each interaction within g . The latency of the jump
depends on several factors. First, the time to load saved checkpoints
depends on whether the checkpoints are saved in memory or on
disk. Second, during the replay process, operators must wait for
messages from an input edge to enforce the message-processing
order, which could impact the time.

We denote the time to jump to an interaction �ġ from a check-
point of � Ġ as � (( (� Ġ ), �ġ ). For simplicity, we focus on the case
where states are saved in local memory at operators and the in-
put data for � (\ ) is available. In this scenario, we assume the
amount of time for a jump to the target interaction from a check-
pointed interaction is equivalent to the time gap between them,
i.e., � (( (� Ġ ), �ġ ) = ) (�ġ ) −) (� Ġ ). This assumption will be veri�ed
in our experiments. The results can be extended to checkpoints
saved on disk or at the coordinator, with additional time based on
checkpoint size and network cost.

De�nition 6.1 (Checkpoint Plan). Given an interaction history
� = [�0, . . . , �Ĥ], a checkpoint plan is a subset ' of � , where each
�ġ ∈ ' is checkpointed.

Given a checkpoint plan, a jump instruction of interaction �ġ
starts from the latest checkpoint before �ġ . Note that di�erent check-
point plans have di�erent storage costs, and not every checkpoint
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plan can meet the responsiveness requirement of a user. Figure 14
illustrates four interactions �0, . . . , �3, with �1 as the only check-
pointed interaction. Assume the time threshold g = 5 seconds. If
the user requests a jump to �3, the replay process starts from the
state of �1 and takes seven seconds, which is more than g , so this
plan does not satisfy the responsiveness requirement. Figure 14b
illustrates another checkpoint plan that checkpoints �2. This plan
meets the responsiveness requirement for any jump request.

I0

I1

I2

I3

F(S(I0),I1) = 0s < τ

F(S(I2),I2) = 3s < τ

F(S(I2),I3) = 6s > τ
7s

1s

4s

FE SFD FF

FE SFD FF

FE SFD FF

(a) A checkpoint plan includ-

ing ą1 cannot support a jump

to ą3 within time limit ă = 5ĩ.

I0

I1

I2

I37s

1s

4s

FE SFD FF

FE SFD FF

FE SFD FF

F(S(I0),I1) = 1s < τ

F(S(I2),I2) = 0s < τ

F(S(I2),I3) = 3s < τ

(b) Another plan including ą2
supports a responsive jump to

any interaction.

Figure 14: Two checkpoint plans.

IcedTea makes online decisions to checkpoint a subset of inter-
actions. For each interaction, the coordinator �rst checks if the
replay of the current interaction can be completed from the latest
checkpoint within g . If so, we do not checkpoint the current inter-
action. Otherwise, we do a checkpoint. While this approach makes
all the decisions in-place of the original execution, it may introduce
large storage overhead. This overhead can be reduced by utilizing
incremental checkpoint techniques.

7 EXPERIMENTS

7.1 Settings

Datasets. We used three datasets shown in Table 1. Dataset 1
was generated using the TPC-H benchmark [7] with a scale factor
of 1. Dataset 2 had 1M tweets sampled from November 2019 to
April 2020, with 34 attributes, including user id, location, content,
id, and creation time of each tweet. Dataset 3 was a collection of
945K Amazon reviews [29] in two categories called “All-Beauty”
and “Luxury-Beauty.” Each record contained the content, rating,
reviewer’s name, and time of a review.

Table 1: Datasets used in the experiments.

Dataset Name Table Field # Tuple # Size (MB)

1 TPC-H
lineitem 16 6M 772.0
orders 9 1.5M 173.0

customer 8 150K 24.3

2 Twitter tweets 34 1M 1140.0

3 Reviews
all-beauty 14 371K 120.8

luxury-beauty 14 574K 192.9

Work�ows.We created �ve work�ows shown in Figure 15 to cover
three common types of data�ows. (1) Long running work�ows: they
included work�ow,1 based on TPC-H query 1 and,2 based on
TPC-H query 10, both on the TPC-H dataset. (2) Work�ow with

multiple parallel branches: this included work�ow,3 that analyzed
the Twitter dataset related to climate change. (3) Work�ows with

user-de�ned functions (UDFs): they included,4 and,5. Work�ow

,4 analyzed the Twitter dataset to produce a monthly aggrega-
tion of tweets containing the keyword happy or glad. Work�ow
,5 analyzed the reviews to compute the sentiment of individual
reviews and aggregate the count by each sentiment, corresponding
to our running example. The Sentiment Analyzer operator uses
a :-nearest-neighbor (KNN) model and is sensitive to the arrival
order of the records. The interesting operator for each work�ow is
marked in yellow. Each operator kept track of the number of input
tuples processed from each upstream edge in its internal state.

order Filter Join1 Join2 GroupBy

customer lineitem

tweets

tweets
Keyword Search

Aggregate

orderdate <'1994-01-01' on custkey on orderkey on custkey,
count(*)

"happy"

Workflow W2 (TPC-H Q10)

Workflow W3 (Tweet Analysis)

Workflow W4 (Tweet Monthly Count)

Aggregate

Sort

Filter
on followers_count, desc

followers_count > 10K on user_name, count(*)

Sort
on create_at

Filter

tweets Keyword Search

Join
followers_count > 200K

"climate change"

Keyword Search
"glad" Union Distinct

on user_name

all-beauty
Union Sentiment Analyzer

luxury-beauty
Aggregate

on reviewText on sentiment, count(*)
Workflow W5 (Review Analysis)

lineitem Filter SortGroupBy
shipdate

<'1993-02-01'
on returnflag,

sum(quantity) as sum
on sum

Workflow W1 (TPC-H Q1)

on month, count(*)

Figure 15: Work�ows used in the experiments.

Implementation of IcedTea. We implemented IcedTea on top of
Texera [35], a GUI-based collaborative data science work�ow sys-
tem. Texera is powered by the Amber engine [26], which supports
forward debugging. In this implementation of IcedTea, each op-
erator’s log records were written by a separate thread, enabling
concurrent logging and message processing. The log records and
saved states were stored in memory. During a jump, we let the
receiver operators stash the data. To accelerate jumps, we adopt
the data regeneration approach and extend checkpointing to all
operators in the work�ow. Speci�cally, for operators upstream of
� (\ ), which do not require tuple consistency, the coordinator sends
control messages to initiate the Chandy-Lamport algorithm; the
in�ight messages are recorded on the receiver side. For operators
downstream of � (\ ), the algorithm described in Section 3.3 is ap-
plied after initiating the Chandy-Lamport algorithm. We summed
the byte-sizes of each operator’s serialized state as the cost.
Environment. The experiments were conducted on a virtual ma-
chine (VM) hosted on the Google Cloud Platform. This VM used the
e2-highmem-4 type, with a 100 GB SSD persistent disk and Debian
5.10.191 as operating system. We ran each work�ow three times in
each experiment and averaged their results. We simulated interac-
tions by periodically sending a control message to the interesting
operator of each work�ow.

7.2 Stateful operators in work�ows

To determine if stateful operators are common in work�ows, we
analyzed three sets of work�ows from di�erent streaming systems:
(1) Flink-streaming [3], (2) Texera [35], and (3) Kafka [5]. Systems
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with a stage-by-stage execution model, such as Spark, were ex-
cluded from our analysis, as IcedTea requires a pipelined execution
model. We speci�cally looked for operators such as join, aggregate,
or custom UDFs that manipulate user-de�ned states, as these are
common stateful operators. As shown in Table 2, at least 34% of the
work�ows contained stateful operators.

Table 2: Analysis of work�ows containing stateful operators.

Dataset Total Work�ows Stateful Work�ows Percentage

1 24 10 41.7%

2 1,349 463 34.3%

3 14 12 85.7%

7.3 Comparing IcedTea and forward debuggers

We conducted a user study to compare the e�ectiveness of IcedTea
and the existing forward debugger in Texera. We invited six partic-
ipants to debug �ve work�ows, labeled &1 to &5, each containing
bugs. The bugs in &1, &2, and &3 were caused by corrupted input
tuples, which led to corrupted operator states and unexpected be-
haviors. The bugs in &4 and &5 were caused by bad tuples that
triggered runtime errors but did not a�ect the operator state. The
participants were given the task to identify the root cause of the
bugs and pinpoint the speci�c tuple that revealed the bug. We di-
vided the participants into two groups, � and �, each consisting of
three members. Group� used the forward debugger, which allowed
them to pause and resume the execution, and use print statements
to inspect the system’s state. Group � used IcedTea, with the ability
to roll back to previous system states and step forward to observe
changes in the state. We measured the total time taken by each par-
ticipant to debug a work�ow, from the time the execution started
to the time they identi�ed the problematic tuple.

Table 3: Average debugging time (in seconds) for &1 to &5.

Work�ow Stateful
Execution progress
before the bug

Forward debugger
(seconds)

IcedTea
(seconds)

&1 Y 16% 440 407

&2 Y 38% 998 600

&3 Y 2% 563 541

Q4 N 18% 286 690

&5 N 73% 1,020 467

Table 3 shows the results, including whether the buggy operator
of a work�ow was stateful or not, the progress of the execution
before each bug was observed, and the participant’s time to �nd the
bug. For &1 to &3, IcedTea was more e�ective because its rollback
feature allowed users to trace and revert the operator state, which
is bene�cial for stateful operators. In &4, its buggy operator was
stateless and the bug appeared after 18% of the execution. The
participants preferred to rerun the work�ow from scratch, and
were able to �nd the bug faster. For &5, the bug occurred after
73% of the execution, IcedTea’s rollback feature saved the time of
the participants by avoiding the overhead of rerunning the entire
work�ow from the beginning.

7.4 Runtime Overhead in Original Executions

To ensure a minimal impact of IcedTea on executions, we evaluated
the runtime overhead for supporting time-travel during the original
work�ow execution. We ran all �ve work�ows with and without

the support for time-travel debugging, and compared their corre-
sponding total runtime and space usage. In this set of experiments,
we did not enable the checkpoint techniques. For the runs with
time-travel debugging enabled, we generated an interaction every
10 seconds to simulate an interaction-intensive scenario.
Time. As shown in Figure 16, after enabling time-travel debugging,
the total execution time remained comparable to the original exe-
cution without time-travel debugging. The logging overhead was
less than 2% of the total execution time across all the work�ows.
It shows the low overhead of recording only the input order and
user interactions. For,1,,2,,3, and,5, enabling time-travel
debugging added 3-7 seconds of overhead on top of hundreds of
seconds of the original execution time. The work�ow,4 had fewer
concurrent operators, and its overhead was within 1 second.

Figure 16: Time overhead of time-travel.

Space. We measured the size of log records generated for jumps
and steps to evaluate the space overhead of time-travel. As shown
in Figure 17, the log content generated by IcedTea was minimal
compared to the size of the input data. Note that the input data was
not materialized because it was loaded from a stored dataset. For
each work�ow, the total log size was less than 2% of the data size. It
also shows the distribution between di�erent log record types. For

Figure 17: Space overhead of time-travel.

work�ow,1, all records were interaction logs since the work�ow
formed a chain of operators. As a result, no �=?DC or $DC?DC logs
were needed, leading to 1.19 MB log size. For work�ow,2, �>8=1
and �>8=2 needed �=?DC logs to track tuple order, which resulted in
3.82 MB log size. Work�ow,3 had fewer tuples sent to the �>8=

operator compared to,2, which reduced the number of �=?DC log
records and the log size was 2.14 MB. For work�ow,4, the two
paths between the interesting operator and the *=8>= required all
operators to retain $DC?DC log records, while only the*=8>= kept
�=?DC records. This led to a log size of around 18 MB, largely due to
the $DC?DC logs. For work�ow,5, the total log size was 3.44 MB.
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Notice the log records could be easily compressed using techniques
such as variable-length encoding and dictionary encoding. In addi-
tion, for unary operators, storing identi�er information for their
unique input edge is unnecessary.
Interaction Frequency.We measured the impact of frequent in-
teractions on IcedTea, beginning with a baseline of one interaction
every 10 seconds and gradually increasing the frequency to 10
interactions per second. To better simulate real-world scenarios,
we capped the experiment at 10 interactions per second, which
exceeds typical human interaction rates. As shown in Figure 18,
the additional execution time overhead remained below 5% for,1

to,3, and under 12% for,4 and,5. The results show that IcedTea
can handle highly frequent interactions e�ciently.

Figure 18: Impact of interaction frequency on execution.

7.5 Evaluating Jump Instructions

To evaluate the e�ect of taking checkpoints to accelerate jumps, we
conducted an experiment using three di�erent checkpoint strate-
gies. The �rst strategy was checkpointing none of the interactions.
The second strategy was checkpointing all interactions. The third
strategy corresponded to the online checkpointing approach. We
triggered interactions every 5 seconds during the execution. The
time threshold for a single jump request was g = 10 seconds. The
results for the work�ows were similar. Due to limited space, we
showed the results of,3.

Figure 19a shows the jump latency of,3. For jumps without
checkpoints, the latency rapidly increased as the target-interaction
time increased. The latency surpassed the g threshold for all the
requests after 12 seconds from the beginning of the execution. We
had the following two observations: (1) The jump latency increased
as the time gap between �0 and the target interaction increased,
since operators had to process more tuples. (2) Each jump latency
was very close to the corresponding part of the original execution
time. These observations highlighted the importance of responsive
jumps, as users do not want long wait times.

Both the second and third strategies achieved the responsiveness
requirement. For the second strategy, the system loaded the state
from memory, which had a sub-second latency. For the third strat-
egy, the delay varied from sub-seconds to 9.5 seconds. Figure 19b
presents the cumulative checkpoint cost for each approach over
time. The second strategy incurred a signi�cant total checkpoint
cost. In contrast, the online approach generated checkpoints for
some of the interactions, resulting in a lower cost.
E�ect of threshold g on checkpoint cost. To evaluate the impact
of g on the performance of online checkpointing, we varied its
value in the range of 0.5 to 20 seconds. For each work�ow, we
generated multiple interactions, with an average gap of 3 seconds.
We used the online approach with each g value. When g was small

(a) Jump time under di�erent

checkpoint strategies.

(b) Accumulated checkpoint cost

over time.

Figure 19: Jump latency and checkpoint cost under three

di�erent checkpoint strategies for work�ow,3.

(e.g., 0.5 seconds), this online approach created a checkpoint for
almost every interaction. The associated cost could be viewed as the
maximum total cost needed for time travel. We then incrementally
increased g to evaluate how it a�ected the overall checkpoint cost.

Figure 20 showed the results. The e�ect of the g value remained
consistent across all the work�ows.When g = 5 seconds, the overall
checkpoint cost is reduced to about 40% compared to the 0.5-second
setting. Changing g to 10 and 20 seconds further decreased the
cost to roughly 20% and 10%, respectively. For work�ow,5, there
was a small cost di�erence between the 10 and 20-second settings.
This result was due to the frequent �uctuations in the work�ow’s
state size during the execution of,5. These �uctuations caused the
online approach to generate checkpoints with a high cost.

Figure 20: Checkpoint costs for various g values relative to

the cost of checkpointing every interaction.

7.6 Evaluating Step Instructions

We evaluated the granularity of user control in the debugging
primitives by examining the number of step options a user could
take in an execution. Recall that for each input tuple of an operator,
IcedTea allows the user to choose from debugging options such as
step-over, step-into, and step-out. Given the shape of a data�ow,
for a particular tuple, it may not have step-over when the operator
has multiple paths to a downstream operator that causes overlap.
Also, the depth of each tuple scope can in�uence how deep one can
step-into a scope. In this experiment, we ran work�ows from,1

to,5 with 10,000 tuples ingested into their source operator and
counted the number of step options available to the user.
Step-over. For each work�ow execution, we counted the total
number of step-over options for the tuples at the respective inter-
esting operator. As shown in Figure 21a,,1 and,3 had exactly
10,000 step-over options for the input tuples because the interesting
operator is right after the source operator, each input tuple of the
interesting operator has a step-over option that user can choose. For
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(a) Total number of step-over’s. (b) Total number of step-into’s.

Figure 21: Control granularity in terms of the number of

step-into options and step-over options.

,2, the interesting operator �>8=1 had two upstream sources, and
it received about 3,000 tuples from the �8;C4A operator, and 10,000
tuples from the 2DBC><4A source operator. It had around 13,000
step-over options. In work�ow,4, the presence of multiple paths
in � (\ ) led to overlapping tuple scopes, as stated in Section 5.1.
As a result, out of 10,000 tuples, 18 tuples did not have step-over
options. For work�ow,5, the interesting operator received tuples
from both source operators, resulting in 20,000 step-over options.

We evaluated the e�ect of overlapping tuple scopes. We used
work�ow,4 that contained multiple paths between two operators,
which can cause overlapping tuple scopes. We ran the work�ow
with di�erent combinations of keywords for the keyword-search
operators to examine the frequencies of overlapping tuple scopes.
As shown in Table 4, the number of tuples without step-over options
varied as we changed the keywords. For the keywords happy and
glad, 65 tuples did not have step-over options. For the keywords
happy and birthday, the number increased. Out of 1 million tweets,
3,152 tuples had their scopes overlapping with other scopes.

Table 4: E�ect of having multiple paths (work�ow,4)

Keywords
Number of tuples with-
out step-over options

Ratio over input tu-
ples

happy + glad 65 0.01%

happy + new year 2,359 0.20%

happy + birthday 3,152 0.30%

Step-into. We evaluated the total number of step-into options a
user could take for each work�ow. In this experiment, we again
ingested 10,000 tuples for each source operator. For each work�ow
execution, we counted the total number of step-into options for
tuples of operators. For each tuple, an operator could generate
output tuples, and the user can step into each of them. The number
of step-into options corresponded to the number of output tuples
for each operator. As shown in Figure 21b, for work�ows,1 to,3,
the number of output tuples generated by the operators after the
interesting operator was small due to the small number of output
tuples of �lters and joins. Consequently, the number of step-into
options for these three work�ows was also small. Work�ow,4

had around 31K step-into options because the sub-DAG starting
from the interesting operator covered all the remaining operators
in the work�ow, causing each output tuple to generate a step-into
option. For work�ow,5, none of the operators �ltered out input
tuples. Thus, each input tuple had exactly one output tuple. The
three operators in � (\ ) resulted in 60,000 step-into options.

7.7 Evaluating Large Operator States

In this experiment, we evaluated the network cost of sending large
operator states using work�ow,3’s Aggregate operator after pro-
cessing 500K tuples, which generated a large state. To further in-
crease the state size, we modi�ed the Aggregate condition to do a
group by on “text” instead of “user_name,” so that each tweet cre-
ated a unique entry in Aggregate’s state. This adjustment resulted
in a Aggregate state size of around 47 MB. After 100 step-overs,
the total data size became approximately 4.3 GB. To reduce this
overhead, we applied both a Merkle-tree-based reduction technique
with a 4 KB block size and an optimization that sends only the up-
dated key-value pairs for incremental updates between step-overs.
As shown in Figure 22, the Merkle-tree-based method decreased the

Figure 22: Cost of sending large operator states.

cost of sending each state to about 10MB (a reduction of 47%). By
sending only the updated key-value pairs, each step-over transmit-
ted just hundreds of bytes, further reducing the total cost by 99%.
These results showed that incremental updates can signi�cantly
reduce network overhead for large operator states in IcedTea.
Summary: (1)Many real-worldwork�owswere stateful, and IcedTea
reduced the debugging time for state-related bugs. (2) IcedTea had
a low runtime overhead in both time and space. (3) Both online
and o�ine checkpointing reduced the time for jump operations.
(4) IcedTea provided �ne-grained control over the replayed execu-
tion using step-over and step-intos. (5) The overlapping of tuple
scopes appeared frequently if there were multiple paths between
two operators in � (\ ). (6) Compression techniques reduced the
overhead of sending large states to the user.

8 CONCLUSIONS

In this paper, we developed a novel system called IcedTea that
supports powerful time-travel debugging in data�ows. The system
allows users to interact with a distributed data�ow execution to
retrieve its global state. After the execution, the user can roll back
the data�ow state to any of the past interactions. Using step instruc-
tions, they can trace and repeat the past execution to understand
how data was processed. We provided a complete speci�cation of
this powerful paradigm, presented methods to minimize its runtime
overhead, and developed techniques to support responsive debug-
ging instructions. We conducted a thorough experimental evalua-
tion on real-world datasets and data�ows to show that IcedTea can
enable responsive time-travel debugging with low overhead.
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