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ABSTRACT
Modern stream processing setups heavily rely on message bro-
kers such as Apache Kafka or Apache Pulsar. These systems act as
buffers and re-readable sources for downstream systems or applica-
tions. They are typically deployed on separate servers, requiring
extra resources, and achieve persistence through disk-based storage,
limiting achievable throughput. In this paper, we present Ghost-
writer, a message broker that utilizes remote direct memory access
(RDMA) and non-volatile memory (NVM) for highly efficient mes-
sage transfer and storage. Utilizing the hardware characteristics of
RDMA and NVM, we achieve data throughput that is only limited
by the underlying hardware, while reducing computation and dis-
aggregating storage and data transfer coordination. Ghostwriter
achieves performance improvements of up to an order of magnitude
in throughput and latency over state-of-the-art solutions.
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Hendrik Makait, Bonaventura Del Monte, and Tilmann Rabl. Ghostwriter:
a Distributed Message Broker on RDMA and NVM. VLDB 2024 Work-
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(ADMS 2024).
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1 INTRODUCTION
Over the past years, the advancements in networking and storage
hardware technology enable novel designs for distributed data sys-
tems. Researchers have shown that distributed data systems such
as databases or stream processing systems (SPSs) benefit signifi-
cantly from fast networks, such as Infiniband (IB) networks, but
they require architectural changes to achieve this goal [4, 6, 22, 28].
Remote Direct Memory Access (RDMA) enables low-latency data
access [4, 10], making data locality less relevant from the network
side. This enables disaggregated architectures that decouple compu-
tation and storage while retaining high performance [4, 7]. Further-
more, Non-Volatile-Memory (NVM) has become publicly available
and provides a fast and byte-addressable alternative to secondary
storage. Several approaches exist that introduce NVM as part of the
storage hierarchy for databases or key-value stores [2, 8, 23, 24, 27].
Overall, efficiently using NVM and RDMA requires careful design
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that reflects their beneficial access patterns, which differ signifi-
cantly from common Ethernet networks and main-memory.

In this paper, we fully utilize RDMA and NVM in distributed
message brokers (DMBs). DMBs, such as Apache Kafka, Apache
Pulsar, and RedPanda, are used in big data tool-chains as ingestion
and storage layer for data-streams. Data producing applications,
e.g., application loggers and Internet-of-Things sensors, send event
records to a DMB, which stores them and enables other application
to consume and process them at a later stage. Among possible data
consuming applications, SPSs consume data-streams stored in DMB
to perform further data-analytics tasks in real-time [21].

To enable SPS to provide accurate and timely results, DMB must
fulfill several requirements: First, they need to provide high through-
put and low end-to-end latency to avoid a data-transfer bottleneck.
Second, DMBs must store all messages for a time period and allow
consumers to re-read them if necessary. Re-reading event records
is important for SPSs as they must cope with failures and provide
exactly-once semantics. Third, no data record must get lost to en-
able accurate results on the data path among the data-producing
application, the DMB, and the SPS.

To meet these requirements, DMBs have been designed with
TPC/IP networks and HDD/SSD storage in mind. DMBs cache data
in local storage and coordinate the access of producing and consum-
ing applications to the storage, to avoid network traffic whenever
possible. Furthermore, DMBs persist data on secondary storage,
which induces significant overhead for small messages, as they re-
sult in small disk writes. Finally, messages are commonly stored in
an append-only fashion as they arrive at the broker. This makes par-
allel data transfer more complex, if a given message ordering must
be kept. These design choices allow current DMBs to be efficient
when scaling-out to handle large volumes of data [12]. However,
their single-node efficiency is limited, as they are not designed for
modern hardware. In this paper, we re-think DMB design to fully
exploit RDMA and NVM for stream processing workloads. To this
end, we re-design the access pattern to network and storage via
RDMA and NVM, as current state-of-the-art systems do not benefit
out-of-the-box from these modern technologies. As a result, we
propose efficient RDMA-based communication patterns to write to
disaggregated NVM-based storage.

We combine the above techniques in our prototype called Ghost-
writer : a DMB that leverages modern hardware for fast and CPU-
efficient data transfer while guaranteeing message delivery and
persistence. Ghostwriter combines high bandwidth and low latency
of RDMA data transfer with the byte-addressability and off-the-
shelf persistence of NVM. Compared to current state-of-the-art
DMB, Ghostwriter improves throughput and latency by one order
of magnitude.

In summary, we contribute the following: First, we propose
Ghostwriter, a DMB that leverages RDMA and NVM to provide
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fast and efficient data transfer with guaranteed message delivery
and intra-partition message ordering for parallel message transfers.
Second, we demonstrate how optimizations that exploit the sequen-
tial access patterns of DMB workloads and the byte-address-ability
of RDMA can further reduce the coordination overhead. Finally,
we evaluate Ghostwriter, showing that it significantly outperforms
existing DMBs and can scale its performance on a single partition
close to the bandwidth limit of the underlying hardware.

2 BACKGROUND
In this section, we introduce persistent memory (NVM) and re-
mote direct memory access (RDMA). Furthermore, we discuss the
combination of the two solutions.

2.1 Persistent Memory
NVM devices bridge the gap between Dynamic Random Access
Memory (DRAM) and fast secondary storage, such as Solid Storage
Disk. They combine the persistence of secondary storage with
the byte-addressable data access of DRAM and offer near-DRAM
performance. Compared to DRAM, Optane DIMMs (Dual In-line
Memory Modules) offer higher density as well as larger capacity of
up to 512 GB, and a reduced cost/GB ratio by an order of magnitude.

NVM supports two operating modes: Memory Mode and App
Direct Mode. In Memory Mode, NVM increases the volatile memory
capacity at the expense of persistence. To hide NVM’s access latency,
it is combined with DRAM as a hardware-controlled, transparent
direct-mapped cache. In App Direct Mode, applications and the OS
explicitly choose between DRAM and NVM as separate memory
devices. NVM can be accessed as a raw character device (devdax), or
a block device (fsdax) that supports NVM-enabled file systems. Both
devices are mapped into the virtual address space of the application
process to allow byte-addressable access using mmap. Furthermore,
both modes enable interleaved or non-interleaved storage layouts.
Non-interleaved NVM may lead to poor utilization of DIMMs, if
data accesses are not explicitly spread [27]. Interleaved NVM enable
large sequential data accesses to occur on multiple NVM DIMMs.
They can be parallelized, which improves the hardware utilization
and achieves a higher combined throughput.

In Ghostwriter, we use NVM as a devdax character device in
App Direct Mode for direct control over persistence. Furthermore,
we opt for interleaved NVM for improved parallelism of sequential
data accesses.

2.2 Remote Direct Memory Access
Modern high-performance network technologies, such as Infini-
Band, provide RDMA, which enables applications to directly access
memory on a remote machine without the involvement of the op-
erating system on either machine.

The RDMA verbs API supports two different modes of data
transfer: channel and memory semantics. Channel semantics or
two-sided verbs enable traditional message-passing using SEND and
RECV verbs that function similar to socket-based communication.
While channel semantics avoid the overhead of TCP/IP-based com-
munication, they involve the remote CPU. Memory semantics or
one-sided verbs, e.g., READ and WRITE, allow an application to ac-
cess remote memory without involving the remote CPU. To expose

memory for remote access, the application must first register the
memory locations as a memory region (MR).

2.3 Combining NVM and RDMA
By combining RDMA with NVM, applications benefit from the
increased capacity of NVM as well as its persistence. To persist
remotely written data, it must be flushed from the RNIC and PCIe
caches into the DRAM domain. Due to the lack of a dedicated
persistence mechanism for RDMA, applications have two different
options depending on whether the remote machine offers direct
cache access (DCA). If DCA is enabled, the RNIC bypasses memory
and writes data directly to the CPU cache. Therefore, the remote
host must explicitly flush the data from the caches to NVM. Since
this requires active involvement of the remote CPU, this diminishes
the benefits of using one-sided RDMA verbs for data transfer. If
DCA is not available or disabled, the RNIC writes directly to NVM.
Thus, the application can force persistence by performing an RDMA
READ after one or several WRITES. The subsequent READ flushes
all prior WRITES from the remote host’s NIC and PCIe caches onto
NVM. While this avoids involvement of the remote CPU, previous
research has shown that the added latency reduces the performance
benefit of one-sided verbs compared to DRAM.

3 GHOSTWRITER
In this section, we give an overview of the system design and
architecture of Ghostwriter.

3.1 System Design and Architecture Overview
Ghostwriter is a DMB designed for NVM persistent storage and
RDMA acceleration. We follow the following design principles to
build Ghostwriter.
1) Decoupled architecture. Ghostwriter decouples the broker node
from storage nodes. As a result, Ghostwriter performsCPU-intensive
tasks on the broker or the producers/consumers clients to minimize
the CPU overhead for storage nodes.
2) Hardware Acceleration.Ghostwriter focuses on efficient hardware
utilization through RDMA-based data transfer and low-overhead
persistence enabled by NVM.
3) Delivery guarantees. Ghostwriter provides intra-partition mes-
sage ordering and persistence guarantees. It also allows the user to
trade them for increased performance.

Figure 1 gives an overview of its components. In general, our
architecture consists of four independent components:
1 Storage nodes provide one large region of NVM, that is split into
individual segments. These segments are used to store the data and
can be accessed remotely.
2 Broker nodes focus on allocating segments from the storage
nodes and coordinating access to them.
3 Producers publish data by sending metadata to the broker, which
provides them with a remote location in which to store the data.
The data can then be directly persisted in NVM using one-sided
RDMA verbs.
4 Consumers consume data written to storage by requesting its
remote location from the broker and using a one-sided RDMA read
to efficiently retrieve it.
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Figure 2: The commit log generated by each partition is split
into segments that are stored across the data region.

Our architecture separates the responsibility for storage and
computation by introducing dedicated storage nodes and leaving
the broker node to handle the access and coordination for partitions.

4 COMPONENTS OF GHOSTWRITER
In this section, we present Ghostwriter’s components that allow for
data access: its storage nodes, brokers, producers, and consumers.

4.1 Storage Nodes
Ghostwriter stores each data partition as append-only log of mes-
sages, to enable sequential access and persist the messages.

To exploit the capabilities of modern IB networks and NVM as
well as to leverage the workload characteristics of DMBs, Ghost-
writer decouples computation from storage by using a segment-
based design. Through segment-based storage, storage nodes pro-
vide one large data region in which fixed-size chunks are allocated
by a broker to store produced messages. We illustrate this approach
in Figure 2.

Ghostwriter distributes and replicates segments across storage
nodes, using high-bandwidth and low-latency RDMA-capable net-
works. Furthermore, Ghostwriter uses NVM as persistent data stor-
age. To scale the system, users may add additional storage nodes,
which increases the number of free physical storage segments avail-
able for allocation. Storing data in distributed segments mitigates
the problems created by imbalanced partitions.

To make the log independent from the actual storage locations
of the individual segments, we differentiate between logical seg-
ments and their physical segments. A logical segment represents a
virtual section of the log, in which messages are stored and can be

addressed using their logical offset. Each logical segment contains
one or several physical segments, which correspond to physical
segments allocated on the storage nodes.

Storage nodes directly expose the persistent storage for remote
access as a memory region. As previous research has pointed out,
dynamically adjusting the size of the exposed memory region is
an expensive operation [4, 26]. Therefore, storage nodes do not
allocate additional segments on-demand, but they rely on a pool
of pre-allocated segments. Ghostwriter’s nodes perform remote,
durable writes to this persistent storage using RDMA.

Performing data transfer using one-sided RDMA verbs directly
to the exposed NVM does not engage the CPUs of storage nodes.
Thus, our storage nodes perform negligible work, resulting in the
separation of computation and storage. The primary tasks of the
storage nodes are to track the usage of their memory segments,
allocate new segments for brokers, and perform garbage collection.

As our storage nodes do not perform computation-intensive
work, we can co-locate them with other compute-heavy applica-
tions, such as the task executors of an SPE. By co-locating storage
segments with the task executors that consume the stored data,
we avoid additional network traffic for transferring the data to the
worker. Overall, our approach benefits from the increased through-
put and reduced latency of local memory access.

4.2 Broker
A broker in Ghostwriter handles all partition access requests issued
by producers and consumers. To this end, a broker allocates new
storage segments from storage nodes to which producers publish
their data, keeps track of existing segments as well as messages,
and coordinates requests by producers and consumers.

4.2.1 Stateless Design. Brokers in Ghostwriter are stateless as
Ghostwriter’s storage segments are designed to include all metadata
related to the state of the messages and segments, but the broker is
responsible for updating this state and keeping it consistent. Bro-
kers only need to coordinate the publish and consume requests by
producers and consumers. As a result, partition metadata handling
can be performed by any broker. Furthermore, recovering a broker
after failure or rebalancing the assigned partitions between brokers
requires to retrieve state from the segment metadata.

4.2.2 Metadata Storage. Even though the broker is stateless and
all data is persisted on the storage nodes, the broker caches the
metadata of the individual segments belonging to its assigned parti-
tions. Maintaining this information serves two purposes: First, the
broker needs to track its segments to be able to provide producers
and consumers with the storage locations they request. Second, by
caching all metadata on the segments locally, the broker avoids
unnecessary remote data lookups and the associated overhead and
latency when handling incoming requests [29].

To track the location of individual messages in the distributed
storage segments, the broker maintains an index for each partition.
Figure 3 illustrates the index structure, which is inspired by Apache
Kafka. This index structure consists of a list of metadata structures
for the individual logical segments belonging to the partition. The
list is sorted by the start offset of each segment, reconstructing the
order in which the segments were written. New segments may be
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Figure 3: The segment index allows quick lookup of logical
segments from logical offsets and maps them to their physi-
cal locations.

added to the list by appending them. Therefore, to find the logical
segment in which a given logical offset is stored, the broker can
use binary search to identify the segment with the largest start
offset less than or equal to the given logical offset. The metadata
stored for each logical segment consists of the data contained in the
segment header as well as the metadata of all physical segments
that are used to store the segment’s data. The metadata stored for
the physical segments in turn contain the storage node on which
the physical segment is stored as well as its offset in the memory
region of the storage node.

4.3 Producer and Consumer
In this section, we provide a description of the producer and con-
sumer in Ghostwriter. The producer is the component used by a
data-generating service to publish its messages to the DMB and
make them accessible for consumers. In Ghostwriter, a message
contains flat data structures, i.e., no pointer is stored. The consumer
component enables data consuming applications such as SPEs to
consume messages from Ghostwriter.

To keep the broker stateless, Ghostwriter uses pull-based con-
sumers as inspired by Apache Kafka [13]. Compared to a traditional
publish/subscribe model, pull-based consumers remove the over-
head and state management for tracking consumers from the broker.
This allows the developer to dynamically add and remove con-
sumers without the involvement of the broker. As a consequence,
the consumer needs to keep the state itself to ensure that it reads all
messages in a partition. As consuming application reads partitions
sequentially, the consumer tracks its current offset in the partition
to ensure that it consumes all messages. It then uses this offset to
retrieve the next message. By using purely NVM-based storage,
data are not moved and thus locations do not change.

Ghostwriter provides two different protocols for the producer,
each consisting of a staging, a storing, and a commit stage. In the
staging stage, the producers acquire storing locations for messages.
In the storing stage, messages are written to the location, and in
the commit stage, the metadata is updated to indicate successful
transmission. The exclusive protocol assumes exclusive access to
the storage location and thus does not have to synchronize with
other producers. An optimized version caches staging information

and thus can skip the first stage on subsequent messages. The con-
current protocol maintains offsets between different producers and
synchronizes access using atomic compare and swap operations. As
an optimization, similar to the exclusive protocol, multiple mes-
sages can be written to the same offset as long as space permits.

5 EVALUATION
In this section, we evaluate Ghostwriter’s performance through a se-
ries of microbenchmarks. In our experiments, we use the following
hardware and software configurations:

Hardware Configuration.We run our experiments on a cluster
with two types of nodes: PMEM nodes are equipped with two 18-
core (36 threads), 2.60 Ghz Intel Xeon Gold 6240L CPUs, 192 GiB
of DRAM, and 3072 GiB of PMEM via twelve 256 GiB Intel Optane
Persistent Memory DIMMs. Compute nodes are equipped with two
64-core (128 threads), 2.25 Ghz AMD EPYC 7742 CPUs, and 512
GiB RAM. All nodes are connected via a Mellanox ConnectX-6 NIC
running in HDR100 mode (100 Gbit/s) on PMEM nodes and in HDR
(200 Gbit/s) mode on compute nodes.

Software Configuration. In our evaluation, we use Ghostwriter
and Apache Kafka 2.5.0 as Systems under Test (SUTs). We imple-
ment our prototype of Ghostwriter in C++ compiled with GCC
9.4 on Ubuntu 20.04 and uses UCX for networking. The code is
open-source and available on Github1.

5.1 System Configuration
To evaluate the efficiency of the system designs, each experiment
runs a single producer and a single consumer on an individual
Compute node each. For Ghostwriter, we run a single storage node
on a PMEM node and a single broker on a Compute node. For
Apache Kafka, we run a single broker node on a PMEM node storing
its data on a PMEM fsdax device for persistent storage.We configure
Apache Kafka to use IPoIB for networking. We use a single topic
and a single partition. To evaluate the impact of different message
sizes, we disable the batching of multiple records through the SUT.

5.2 Microbenchmarks
In these experiments, we compare the performance of Apache Kafka
and Ghostwriter through various micro-benchmarks. To this end,
we first evaluate the throughput and latency that can be achieved
using our hardware to establish an upper bound. Next, we evaluate
throughput and latency of producers and consumers of Ghostwriter
and Apache Kafka. Unless stated otherwise, each experiment mea-
sures the performance of the SUT on a total of 80 GB of data. To
establish connections before the experiment and warm up caches as
well as the JVM, we precede the measurement phase by a warmup
phase, in which we transfer an additional 10% (or 8 GB) of data. We
split the total amount of data into fixed-size messages, where the
size may vary between runs depending on the experiment.

5.2.1 Baseline RDMA performance. In the first experiment, we
discuss the data transfer performance of UCX - the underlying
framework we use to build Ghostwriter - to establish a limit for the
performance Ghostwriter can achieve. We use the ucx_perftest
to measure the throughput, message rate and latency of performing

1https://github.com/hpides/ghostwriter
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several communication routines offered by the UCP API, namely
PUT (RDMA WRITE), GET (RDMA READ) as well as STREAM-
based SEND/RECV. The experiments are performed using a single
thread on the sender and receiver which synchronously executed
the routines.To collect the measurements, we execute each routine
1M times with a preceding warmup of 10K executions for messages
with sizes from 21 B to 223 B. We show the results in Figure 4.

In Figure 4a and Figure 4b, we study the throughput and message
rate of the different routines. Moreover Figure 4c shows the latency
of the routines. All transfer strategies show similar shapes and
scale almost linearly in throughput until they start to saturate the
underlying bandwidth limit. The latency increases slowly before
reaching the size of the maximum transport unit of IB at 8 KiB
as it does not fully utilize a single network packet and therefore
experiences large overhead. With larger message sizes the latency
increases linearly for PUT and GET. For message sizes of at most
32 KiB, we reach latencies below 10 𝜇𝑠 for all operations, as well as
latencies below 100 𝜇𝑠 for messages of at most 1 MiB for PUT and
GET. Contrary to our expectations, the performance of STREAM
degrades for messages of at least 1 MiB, showing a decrease in
throughput and a super-linear increase in latency. Since we only use
two-sided verbs for small metadata transfers, we do not investigate
this issue further. Moreover, with 2 𝜇𝑠 , the latency of GET is double
the latency of the other routines (1 𝜇𝑠) for small message sizes.
This is explained by the fact that READ operations perform a full
network round trip, first sending the request to the remote node
then receiving the data into the local buffer, whereas the other
operations only perform a half round trip, moving data from the
local to the remote node. As the message size grows, the time to
transfer the data dominates the round trip time.

In summary, UCX can saturate the bandwidth limit of the under-
lying IB network with synchronous communication using a single
thread for sufficiently large messages. These findings are in line
with previous research [16, 19].

5.2.2 Baseline NVM performance. We refer to the work of Benson
et al. [3] for the NVM performance, as their experiments are con-
ducted on the same hardware as we ran out microbenchmarks. In
particular, our testbed resembles their Apache-128 server, which
achieves up to 13 GB/s throughput for persistent writes and up to
40 GB/s throughput for persistent reads [3].

5.3 System Evaluation
In this section, we investigate the performance Ghostwriter can
achieve. We execute the experiment for Apache Kafka and four
protocol variants of Ghostwriter: the naïve implementation of the
exclusive protocol (Excl.), its optimized version that caches segment
metadata to avoid staging (Excl. Opt.) as well as the naïve implemen-
tation of the concurrent protocol (Conc.) and its optimized version
staging ten messages at once (Conc. Opt.). To provide a upper limit
for the performance, we include the results for the one-sided RDMA
operations obtained in the previous Section. (PUT/GET ). In the re-
mainder of this Section, we first discuss the results for Ghostwriter
and Kafka producers followed by the results for their consumers.

5.3.1 Producer Performance. In Figure 5a and 5b, we see that Ghost-
writer outperforms Apache Kafka by least one order of magnitude

depending on the transferred message size. While Kafka is not able
to utilize the bandwidth offered by the IB network, Ghostwriter
achieves a maximum throughput of around 10 GB/s with both vari-
ants of the exclusive protocol. The exclusive protocol scales with
the increasing message sizes until 1 MiB, where it reaches almost
10 GB/s in throughput. At that point, the measured throughput
becomes unstable as shown by the increasing standard deviation
(illustrated as the shaded area) and the average drops. When com-
paring the naïve and the optimized implementation of the exclusive
protocol, we see that the optimized version has a higher throughput
for all message sizes up to 1 MiB. This is explained by the reduced
control flow of the optimized variant. As we can see in Figure 5b,
this effect diminishes with increasing message sizes, as the ratio
between time spent on control and data flow shrinks. Comparing
the performance against the upper limit provided by UCP’s PUT
operation, we see that even the optimized version of the exclusive
protocol incurs significant overhead regardless of message sizes
and is only able to reach 90% of the throughput enabled by UCP
for large messages around 1 MiB. This is explained by the syn-
chronous implementation of our protocol, in which the individual
steps are not interleaved or parallelized and thus no data trans-
fer is performed during the stage and commit steps. This effect
is particularly large for small message sizes, where the overhead
represents a larger percentage of the overall time spent publishing
a message. When focusing on the concurrent protocol, we see that
its variants approach a limit of 7.2 GB/s, which is 40% below the
available bandwidth limit.

In summary, the maximum available throughput of Ghostwriter
outperforms Apache Kafka by at least an order of magnitude. How-
ever, neither the exclusive nor the concurrent protocol show ex-
pected behavior for large message sizes with the former becoming
unstable or the latter approaching an implicit lower limit.

5.3.2 Consumer Performance. Analogous to the maximum avail-
able throughput achieved by a single producer for the different
variations of the publishing protocol, we analyze the throughput
achieved by a single consumer for the consuming protocol variants.
Figures 5c and 5d shows the experiment results for the different
message sizes. Overall, we see both Ghostwriter as well as Apache
Kafka scale with increasing message sizes. Apache Kafka is not able
to utilize the provided bandwidth, yet it reaches a throughput of
2 GB/s, which is an order of magnitude higher than its maximum
publishing throughput. For Ghostwriter, all protocol versions scale
with the increasing message sizes, reaching a throughput of more
than 11 GB/s. Comparing the exclusive and the concurrent protocol,
the optimized concurrent protocol reaches the same performance
for small message sizes as the naïve implementation of the exclusive
protocol. This can be partially explained with the reduced control
flow of the optimized concurrent protocol being offset by the in-
creased data flow. Yet, we would expect both of these effects to
diminish over time, resulting in all variants approaching the limit
of the underlying network’s bandwidth. While the naïve and the
optimized version of both protocols converge to the same limit,
the exclusive protocol reaches a higher limit than the concurrent
one. This is partially explained by the slightly increased amount of
data retrieved by the concurrent protocol, but may also be affected
by other hardware-specific access characteristics. Given the small
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Figure 5: Maximum producing and consuming throughput of Ghostwriter and Apache Kafka.

difference, we leave a further investigation to future work. Finally,
we see that the optimized version of the exclusive protocol achieves
the same performance as UCX’s GET for all message sizes of at least
16 KiB, thus successfully eliminating the coordination overhead.

5.3.3 Discussion. In this section, we have provided a detailed eval-
uation of Ghostwriter against Apache Kafka as a state-of-the-art
message broker. The evaluation showed that Ghostwriter scales
with increasing message sizes and outperforms Kafka in through-
put by at least an order of magnitude. With its exclusive protocol,
Ghostwriter saturates the underlying bandwidth limit on a single
partition without the need to scale out to multiple producers or
consumers. Further, our optimized protocol versions reduce the
coordination overhead and further improve the throughput of our
system. In summary, we conclude that Ghostwriter leverages RDMA
and NVM to achieve a throughput that is an order of magnitude
higher than the current state-of-the-art message brokers, reducing
latency by an order of magnitude at the same time. This enables
it to fully leverage IB networks, which existing systems such as
Apache Kafka do not achieve.

6 RELATEDWORK
Modern hardware provides different ways for improving the data
transfer performance in data-intensive distributed systems.

DBMS and RDMA. Binnig et al. [4] show that distributed data-
base systems benefit significantly from modern IB networks, but
they need to be redesigned with RDMA in mind. The authors pro-
pose the Network-Attached-Memory architecture, which separates
computation and storage and uses RDMA to efficiently access the

remote data from the compute nodes. Compared to such systems, a
DMB for SPEs has very specific access patterns, i.e., writes limited
to the log tail, immutable data as well as sequential read access,
which we exploit in our architecture and protocol.

In addition to database systems, RDMAhas been used to redesign
distributed key-value stores [9, 11, 15, 18]. However, these systems
optimize for random accesses that are typical for key-value stores,
not the sequential accesses of a DMB.

DBMS and NVM. Over the last years, researchers have investi-
gated ways to utilize NVM in data systems. Arulraj et al. [1] explore
different storage and recovery techniques to replace traditional
secondary storage with NVM. Pelley et al. [17] propose grouped
commits to avoid synchronization, which improves the throughput
compared to in-place updates. Additionally, Van Renen et al. [23]
propose the use of NVM as a caching layer in-between faster DRAM
and larger-capacity SSD storage. However, the above approaches
focus on single-node systems designed for OLTP workloads, which
differ highly from the access patterns of a DMB. Finally, most of
the above approaches were designed without existing NVM hard-
ware and evaluated by emulating NVM based on the assumption
that NVM would perform similar to DRAM but slower. As recent
research has shown, this assumption has been proven wrong for
Intel’s Optane DC Persistent Memory [5, 24, 27], and NVM performs
significantly different to DRAM.

DMBs. Current DMBs [13, 14, 20, 25] adopt stateful design and
use segment-based storage or partition-based storage. They all rely
on disk-based persistence and use broker-centric message transfer,
which increases data-access overhead. In Ghostwriter, brokers focus
on coordination, while client transfer data directly to/from storage
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using one-sided RDMA. This allows for parallel data transfer within
a single partition while maintaining ordering guarantees. We also
exploit remote-accessible NVM to guarantee instant persistence
without CPU involvement.

7 CONCLUSION
In this paper, we present Ghostwriter, a disaggregated message bro-
ker utilizing RDMA and NVM. Ghostwriter reduces CPU utilization
by using one-sided RDMA verbs and, thus, enables collocating the
message queue with downstream stream processing engines. By
optimizing write and read patterns, Ghostwriter achieves perfor-
mance close to the hardware limits and is one order of magnitude
faster than state of the art. Given the discontinuation of Optane
NVM, we plan to explore porting Ghostwriter to Compute Express
Link (CXL) based hardware in future work.
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