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ABSTRACT

The semi-supervised approaches Raha and Baran display compet-
itive performance in general cleaning scenarios. However the ef-
fectiveness comes at high runtime costs. In this paper, we show
how we improve the runtimes of Raha and Baran by proposing a
new Dask-based parallel architecture that enhances CPU utilization.
Further, we propose a shared memory model, allowing concurrently
running workers to access shared objects, thereby reducing memory
consumption by avoiding duplicated data for each worker. Our ap-
proach demonstrates significant runtime improvements compared
to the previous versions of Raha and Baran, which are end-to-end
holistic systems.

VLDB Workshop Reference Format:

Fatemeh Ahmadi, Yusuf Mandirali, and Ziawasch Abedjan. Accelerating
the Data Cleaning Systems Raha and Baran through Task and Data
Parallelism. VLDB 2024 Workshop: 13th International Workshop on
Quality in Databases (QDB’24).

VLDB Workshop Artifact Availability:
The source code, data, and/or other artifacts have been made available at
https://github.com/D2IP-TUB/DaskRahaBaran.

1 INTRODUCTION

To obtain high-quality data, it is essential to ensure the data is both
syntactically and semantically correct. This requires the process
of data cleaning that aims at detecting and correcting data errors.
Manually cleaning datasets is time-intensive. Therefore, numerous
data cleaning frameworks and systems have been proposed for au-
tomating the process [1, 4, 5, 9, 11, 12, 16, 17]. Depending on their
application, these systems utilize user-defined rules and parame-
ters, or employ machine learning models with varying amounts of
training data to detect and correct errors [14].

A recent study [1] compared various data cleaning systems on
different datasets and shows that our previous cleaning systems,
Raha [12] and Baran [11], which are semi-supervised detection and
correction approaches, respectively, outperform others in terms
of effectiveness and user involvement. By design both approaches
sacrifice computation runtime to relieve the user. Hence, they fall
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behind some competitors in that regard. To counteract this disad-
vantage, we revised the design of both systems.

To this end, we propose new parallel architectures that leverage
the Dask [19, 20] framework to parallelize as many subprocesses as
possible. There are other alternatives, such as Spark [22] or Python’s
standard multiprocessing library. Spark is ideal for computations
across a cluster of multiple machines. Python’s multiprocessing
module can also be viable, though it operates at a lower level and
requires more manual management. Since we aim to parallelize on
a single machine and have inter-task dependencies, we chose Dask
to handle and schedule tasks. Dask provides an easier way to man-
age these dependencies and efficiently utilize available resources
without reinventing the wheel.

The challenge in parallelizing both systems lies in the fact that
each of the two systems consists of a compound of interconnected
modules and steps, with varying complexity, such as feature gen-
eration, clustering, and classification. Our strategy is to transform
these steps into embarrassingly parallel problems, minimizing de-
pendencies between concurrently running tasks and thereby avoid-
ing common issues of parallelization, such as race conditions and
deadlocks.

Another issue that can severely affect runtime performance is
the data layout and access rights to data objects. Having data ob-
jects that are both read- and writeable necessitates locks, which
creates additional overhead for concurrent workers. To address this
issue, we propose a data layout where objects are read-only while
allowing workers to create their own objects. This ensures that no
data object needs to be both readable and writable simultaneously,
thereby eliminating the need for locks and simplifying concurrency
management.

Lastly, to keep memory consumption limited and to avoid out-
of-memory situations that are common in heavily featurized data
representations, we refrain from disjoint working copies per worker.
We follow a shared memory model [7] to allow concurrently run-
ning workers to read specific read-only objects such as the input
table. The shared memory model also boosts the runtime perfor-
mance as fewer copy operations have to be used before starting a
particular task.

In short, the paper contains the following contributions:

(1) We revise the new architectures for both Raha and Baran
using the parallelization framework Dask [19, 20]. The new
architecture allows distributed computation on a single
machine, while ensuring a balanced task distribution among
workers.

(2) For both systems, we introduce a shared memory policy
with read only objects to allow simultaneous access with
fewer copy operations.
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(3) We examine the runtime performance and scalability of the
Dask-based architecture on different datasets. We also ana-
lyze the impact of pool size. As an example of the runtime
boost, the proposed implementation achieves a 2,7-fold in-
crease in error detection speed and a 23,55-fold increase in
error correction speed on the “Movies” dataset.

2 DASKRAHA & DASKBARAN

In this section, we present the architectural changes employed to
enhance the performance of the Raha and Baran. While the changes
for Raha are rather straight-forward and minimal, Baran requires
more elaborate adaptations. Before discussing the individual sys-
tems, it is essential to address the memory management challenges
that must be considered while parallelizing both systems. After
that, we briefly discuss the general idea behind the task scheduling
and communications in both DaskRaha and DaskBaran.

2.1 Memory Layout

Raha and Baran require the input table to be loaded into the main
memory, providing read access throughout their processes. Ad-
ditionally, both systems execute multiple steps that handle inter-
mediate results, such as cell value features in Raha or corrector
candidates in Baran. When applying parallelization, efficient mem-
ory management is crucial to avoid bottlenecks and redundant data
copies.

A naive approach to implementing both systems in parallel is to
deploy multiple independent workers, each storing a copy of the re-
quired objects, executing the process independently, and returning
the results to the primary process. For instance, when running error
detection strategies, each worker running a base detector strategy,
such as a rule violation detector, would need access to the entire
table. This results in multiple copies of the table being stored in
memory for each worker. Additionally, workers must retain the
final results for subsequent processes or store intermediate results
for later featurization.

One alternative solution is to use remote data objects and Dask
Actors, which are pointers to user-defined objects on remote work-
ers, to store shared objects such as input tables, intermediate results,
such as generated features, and states for shared access. However,
multiple remote requests can lead to sequential processing bottle-
necks, reducing the level of parallelization since the remote object
resides on a single worker, which must perform all calculations.

We propose leveraging a shared memory approach to address
this issue. This shared memory space allows multiple workers to
access read-only objects, such as the input table, and store inter-
mediate results, such as generated features, without unnecessary
data duplication. The memory layout is depicted as a part of the
communication model in Figure 1. The shared memory contains
the serialized raw input table, intermediate results, including base
detector results, feature vectors, and propagated labels, which fa-
cilitate the passing of objects to subsequent steps. Since we used
the shared memory module provided by the standard Python mul-
tiprocessing framework [7], we serialize the data into a sequence
of bytes.
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2.2 Communication Model

As illustrated in Figure 1, the main process initiates task requests
to the Dask scheduler. The Dask scheduler then distributes these
tasks among a pool of workers. These workers have read access to
the shared data objects including input table in the shared memory
space. They write the results of their processes into the shared-
memory area for later phases. For example, after features have been
generated, they will be stored in the shared memory space, and
can be accessed for the later processes such as classification. Once
the objects have been written into the shared memory space, they
become read-only, and no further process requires write access to
them. This eliminates the need for locks.

The main process collects and ultimately returns the final results.

2.3 DaskRaha

To understand the proposed improvements on our cleaning suite,
it is essential to first review the existing architectures of Raha [12]
and Baran [11]. Raha is a semi-supervised error detection frame-
work that leverages a set of automatically generated error detection
strategies to obtain a latent signal vector for each individual col-
umn value of a dataset. This vectors are used to cluster column
values based on their latent dirtiness similarity. Then, it is possible
to assign labels to individual clusters that can be propagated to
other column values within the corresponding cluster. This train-
ing set is then used to train one model per column that assesses the
correctness of the entire dataset. Figure 2)a illustrates the complete
sequence of the error detection pipeline on a given dataset.

Figure 2)c depicts the workflow of DaskRaha, emphasizing its
parallelized components. We describe each module and discuss the
differences between the current and proposed architectures.

(1) Memory-Efficient Execution of Error Detection Strate-
gies: Raha begins by automatically generating and configuring a
large set of error detection strategies. Those include strategies to
address various error types, such as rule and pattern violations,
outliers, and semantic errors. Each strategy is then independently
run on the table. The output of each strategy is the detected cells
by that strategy.

This step was already task-parallel on strategy level in Raha
and we kept it as is in DaskRaha with a slight difference regarding
memory management. Each worker is tasked with executing a
strategy and storing the results in the shared memory area. In the
original version, each worker has its own copy of the input table,
which easily can become intractable. In DaskRaha, each worker
can access the read-only table object, which significantly reduces
the memory footprint. The worker then stores the results in the
shared-memory space.

(2) Generating Feature Vectors: After executing all strategies,
a binary feature vector is generated for each cell value in the table



based on the strategy outputs. In the binary feature vector, each
strategy assigns a binary value: a one indicates that the strategy
detected the cell as erroneous, while a zero indicates that the cell is
correct. In DaskRaha this step is parallelized at the column level.
Each worker reads the results of the strategy running process, which
are the output of base detectors stored in the shared memory space,
and then stores the feature vectors in the shared memory space.

(3) Clustering Cell Values: Raha uses the generated feature
vectors to identify similar cell groups within each column. This
clustering process aims to group similarly clean or dirty cell values
into clusters so labels can be shared among similarly dirty cells. The
clustering module groups cells in each column of the input table.
Therefore, in DaskRaha, each worker is tasked with clustering an
individual column.

(4) Training and Prediction: Users label a set of sampled tuples.
Then, Raha propagates these user labels throughout the containing
clusters. In DaskRaha, sampling, labeling, and label propagation
remain unchanged as the information on all columns are necessary
for tuple selections.

Finally, Raha trains a classifier for each column using the propa-
gated and user-labeled cell values. These classifiers are then used
to predict whether the remaining cell values are erroneous. In
DaskRaha, this phase is treated similar to the clustering module.
Each column is processed separately, allowing the workload to be
parallelized.

2.4 DaskBaran

Like Raha, Baran leverages a small set of labeled tuples to train
models that predict the most fitting correction among a large set of
candidates generated by base correction models. Figure 2)b depicts
the workflow of Baran, while Figure 2)d illustrates DaskBaran. In
this paper, we focus on Baran’s online phase, and ignore its pre-
training option, which is not relevant for the online runtime.

Baran has potential for task and data parallelism in different
phases. The process of updating and fine-tuning corrector models
can be fully task-parallel as each model only needs read-access
to the data. Similarly, the process of feature generation, training,
prediction can be task-parallel as they can be run on individual
columns. Further, feature generation and prediction are parallelized
on data level as well.

(1) Fine-tuning Error Correction Models: The input to Baran
is a dirty table along with a set of detected errors.

After sampling and labeling, Baran updates its error correction
models based on the user labels. These models are simple base
correctors that generate correction candidates. Baran distinguishes
value-based models, which generates corrections by transforming
the dirty value itself, vicinity-based models, which generate cor-
rections based on co-occurrence of values in the same row, and
domain-based, which generates corrections based on values that
appear in the same column. Each error correction model proposes
a set of potential corrections and confidence scores for those for
each detected data error. Using user labels, these models change
their scores for each generated correction.

As each corrector model only reads part of the dataset it can be
updated independently in parallel, once all labels have been passed
to the models.

(2) Decoupled Two-Layer Parallel Feature Generation, Train-
ing, and Prediction: To select the best correction candidate, Baran
applies the following classification task: For each pair of data error
and generated correction candidate, it predicts whether the correc-
tion fits. Note that the same correction candidate might be proposed
by several base models with different confidence scores. Thus, each
such pair is featurized based on the confidence of base corrector
models.

Baran’s original implementation parallelizes the feature gen-
eration process at the granularity of individual data cells. This
approach, while initially promising, has a significant drawback. All
features of all data cells in the entire dataset must be generated first,
before the training and prediction phases can commence. This cou-
pling can be resolved if we combine the feature generation process,
learning, and prediction modules for each column. This way, the
system does not wait for all features of all columns to be generated
to start the next classification step. Note that some columns contain
more errors than others because of which the feature generation
might take longer. Also, since we do not need to keep all feature
vectors in memory at the same time, the memory foot print will be
smaller here than the original implementation.

In DaskBaran, for each column, the corresponding worker first
generates the feature vectors for the training set, i.e., the labeled
cells in that column. Afterward, it trains the classifier for that
column. To further accelerate the process of feature generation
and prediction for test cells, we implement an additional layer of
parallelization at the chunk level within each column. The test cells
in each column are divided into smaller data units called “chunks”
where each chunk represents a fixed number of cell values. For each
column, a new set of workers are tasked to generate features and
make predictions on the chunks. The main process then gathers all
the corrections from the workers.

Baran’s runtime depends on the number of errors in the dataset
since the system processes only these errors. Consequently, the dis-
tribution of errors among columns significantly impacts efficiency.
An imbalance in the number of errors per column can reduce speed-
up opportunity. This is problematic, especially when assigning
more than one column to workers. One might receive columns
with more errors while the others are idle and have a few errors
to be fixed. Therefore, when the number of workers is fewer than
the number of columns, we should aim for a balanced distribution
of tasks among the available workers. Initially, we distribute the
columns with the highest error ratios among all available workers,
each worker receives one column. Then, we balance the distribu-
tion by assigning columns with smaller error ratios to the workers
already handling columns with larger error ratios. This approach
prevents clustering high or low-priority tasks with specific workers
and ensures a fair assignment process.

All in all, Baran had more optimization potential due to the
coupled modules.

3 EXPERIMENTS

Our experiments address the following questions: (1) How do
DaskRaha and DaskBaran compare to the original implementa-
tion and other state-of-the-art systems in terms of speed? (2) Under
what circumstances is it advisable to employ the proposed approach,
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Figure 2: Original and Proposed Workflows (The numbers are the steps that have been discussed in sections 2.3 and 2.4).

Table 1: Dataset Characteristics.

Name Number of Number of Error Rate

Rows Columns (cells)
Address 94306 12 14%
Beers 2410 11 16%
Flights 2376 7 30%
Hospital 1000 20 3%
Movies 7390 17 6%
Rayyan 1000 11 9%

and what are its limitations and strengths? Additionally, we eval-
uate the memory footprint of this new pipeline compared to the
original one. We also conduct a microbenchmark to analyze the
impact of our critical parameter, the number of workers on the
proposed architecture.

Note that the effectiveness of the proposed approach is identical
to that of the original systems, Raha and Baran, as the new design
did not alter the systems’ logic in any way.

3.1 Setup

Datasets: We run our experiments on the common six datasets—
“Address”, “Flights”, “Beers”, “Hospital”, “Movies”, and “Rayyan” that
have been used before for data cleaning [1, 11, 12, 17]. Specifications
of these datasets are detailed in Table 1 [12].

Baselines: We compared the runtime of our proposed architec-
ture against the original implementation of Raha and Baran and one
other holistic pipeline: HoloDetect + HoloClean. HoloDetect [9]
is a semi-supervised approach that employs data augmentation
techniques to address the class imbalance problem. As the sys-
tem’s original implementation is not publicly available, we utilized
a third-party implementation provided in another study [10] 1.
HoloClean [17] is an error correction system that utilizes integrity
rules, matching dependencies, and statistical signals to comprehen-
sively fix data errors [14]. We executed HoloClean with all the data

Uhttps://github.com/abmohajeri/holodetect, https://github.com/LUH-DBS/holodetect

constraints and matching dependencies provided by the dataset
owners [11, 17].

Deployment Details. : We ran all experiments on a machine
with Debian, equipped with 512 GB of memory and AMD processors
featuring 64 cores. We set the number of workers for both DaskRaha
and DaskBaran to 64, corresponding to the number of physical cores
available. We will discuss the impact of this parameter in section 3.4.
For both implementations of Raha and DaskRaha in this comparison,
we used an implementation of hierarchical clustering with single
linkage by fastcluster [13]. This implementation uses only O(n)
temporary memory instead of O(n?) for other variants such as
average or complete linkage, allowing us to perform experiments
on large datasets.

3.2 Runtime Comparisons

For the runtime comparison, we compare three pipelines:
(A) DaskRaha & DaskBaran, (B) Raha & Baran, (C) HoloDetect &
HoloClean.

Since the number of detected errors significantly affects the
runtime of the error correction modules, each pipeline uses the
complete set of errors based on the ground truth as inputs to the
corrector system to ensure fairness. For the semi-supervised sys-
tems, we allocated a labeling budget of 20 tuples per dataset for
each stage of detection and correction.

The results are in Table 2. The numbers demonstrate that the
DaskRaha and DaskBaran pipeline outperforms the pipeline of the
original implementations across all datasets. The best acceleration
is observed on the “Movies” and “Hospital” datasets, where the
new architecture is approximately 15 times faster than the original
implementation. The primary reason for this is that these datasets
have more erroneous columns: “Hospital” has 17 columns contain-
ing errors, and “Movies” has 11—consequently, the pipeline benefits
significantly from parallelization due to the columnar design of our
implementation. In contrast, the “Address” dataset, with only seven
erroneous columns, shows a speedup of around three times.

As shown in Table 2, on larger datasets such as “Address” and
“Movies”, both systems benefit from the proposed implementation.
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For the “Movies” dataset, DaskBaran contributes more substan-
tially to the speed-up. On “Address” dataset which is significantly
larger, the impact of DaskRaha on runtime is more visible. However,
on the other datasets, DaskRaha is slightly slower than the orig-
inal pipeline. This decrease highlights the importance of dataset
size when considering leveraging DaskRaha. Notably, DaskBaran
remains faster even on smaller datasets.

The pipeline with DaskRaha and DaskBaran outperforms the
HoloDetect and HoloClean pipeline. HoloDetect requires a sub-
stantial amount of time for error detection due to its reliance on
neural networks and therefore, we executed that only one time. It
took around a day to finish on the “Movies” dataset, therefore we
refrained to do the execution for “Address” dataset which is larger.
Also, HoloClean could not complete the task on our larger datasets,
“Movies” and “Address” due to memory limitations.

3.3 Memory Usage

We compare the memory usage of DaskRaha and DaskBaran to
the original implementations. Table 3 shows the results in GB. The
parallel approach requires more memory since we process multi-
ple columns simultaneously. For instance, in DaskRaha we do the
clustering on all columns simultaneously. Although it significantly
improves the runtime of our system, we have to load all features
for all cells into memory at the same time.

The Dask-based implementation of both systems demonstrate to
be an effective method for improving runtime performance. While
the parallel processing of the data increases the memory usage,
there are also cases where DaskBaran requires less memory than
HoloClean as can be seen on the “Movies” and “Address” datasets.

Table 3: Maximum Amount of Memory Usage of Each Archi-
tecture - The numbers are in GB.

Dataset | DaskRaha & | Raha & | HoloDetect &
DaskBaran Baran HoloClean
Address 175,11 40,16 -
Beers 16,08 9,09 3,17
Flights 11,89 9,46 26.88
Hospital 11,71 5,86 16,90
Movies 43,51 18,34 -
Rayyan 11,90 6,10 15,24

3.4 Parameter Impact Analysis

The pool size in DaskRaha and DaskBaran has a significant im-
pact on runtime. Therefore, we analyzed the impact of varying the
number of workers in this experiment. The results for our largest
dataset, “Address”, are in Table 4. Since the results on all other
datasets showed the same trend, we refrain from adding them.

Our machine has 64 cores, so we set the number of workers to
32, 64, and 128 and measured the runtime. The best number was
achieved using 64 workers. Using 32 workers significantly increases
the runtime, while using more cores than 64, such as 128, increases
the overhead slightly. Overall, it can be seen that the most optimal
choice in terms of runtime performance is to set the number of
workers equal to the actual number of physical cores. Therefore,
we default to 64 workers for our experiments.

Table 4: Parameter Impact Analysis - Number of Workers

#Workers | DaskRaha | DaskBaran | Total Runtime

32 1.337,41 2.408,22 3.745,62
64 1.241,45 1.859,78 3.101,24
128 1.293,24 1.891,22 3.184,46

4 RELATED WORKS

Our work relates to existing data cleaning pipelines and paralleliza-
tion frameworks.

Data Cleaning. There is a substantial body of research on data
cleaning [2, 3, 14, 18, 21]. Data cleaning involves two main steps:
error detection and error correction [12]. Error detection and correc-
tion techniques can be categorized into two groups: non-learning
techniques and learning-based approaches [14]. Non-learning ap-
proaches often require predefined rules and configurations, as well
as additional master data such as knowledge bases [6, 8, 18]. Re-
cent advancements have formulated data cleaning as a machine
learning problem, leading to notable approaches such as Raha [12],
ED2 [15], HoloClean [17], HoloDetect [9], and Baran [11]. These
learning-based approaches leverage models to detect different types
of errors and achieve higher recall compared to traditional meth-
ods [14]. However, despite their effectiveness, they are generally
slower than rule-based approaches. The results of a recent study,
REIN Benchmark [1], confirm this claim. The slower performance
is due to the need to extract different features automatically and
learn the patterns within the dataset. For example, Raha generates
features using error detector signals, cluster cells to derive samples,
and trains multiple classifiers to detect the errors [12]. HoloDetect
leverages data augmentation techniques to tackle the class imbal-
ance problem and uses neural networks to detect errors [9]. Baran
extracts different repair signals and trains classifiers to predict the
best correction for the erroneous cell at hand [11]. HoloClean in-
tegrates different signals into a factor graph model to predict the
corrections [14, 17].

Our previous systems, Raha and Baran, have demonstrated ef-
fectiveness in earlier studies [1, 18], but they still suffer from sub-
optimal runtime performance. Our novel implementation boosts the
runtime of these two systems, keeping the logic and effectiveness
untouched by leveraging task and data parallelism. We compared
our novel implementation to all aforementioned systems. Other
potential baselines, such as Horizon [18] and GARF [16] are not
included because of the following reasons. Horizon is limited to
detecting rule violations. GARF on the other hand is not included
as the experiments in the corresponding paper already showed that
it suffers from very high runtime in comparison to Baran due to its
neural architecture.

Parallelization Frameworks. Various frameworks, such as
Python’s standard multiprocessing library, Apache Spark [22] and
Dask [19, 20] can be utilized to implement distributed or paral-
lel architectures. Python’s standard multiprocessing library offers
a built-in solution for parallelism. While effective, it operates at
a lower level and demands more manual management compared
to higher-level frameworks such as Dask. Spark is a framework
designed for large-scale computations across multiple machines,
providing robust capabilities for distributed data processing. We



Table 2: Detectors and Correctors Runtime Comparison - The numbers are in seconds.

Pipelines DaskRaha & DaskBaran Raha & Baran HoloDetect & HoloClean

Datasets | Detection Correction Total | Detection Correction Total | Detection Correction Total
Address 1.241,45 1.859,78 3.101,24 5.188,06 3.320,93 8.508,99 - - -
Beers 22,15 14,88 37,03 22,04 186,83 208,87 4124,62 75,42 4.200,04
Flights 16,93 15,49 32,42 16,46 132,04 148,5 1.910,05 69,46 1.979,51
Hospital 30,18 9,19 39,37 25,40 546,35 571,75 3.597,71 146,183  3.743,893
Movies 53,83 71,05 124,88 145,42 1637,07 1.818,49 | 73.494,45 - -
Rayyan 20,03 12,48 32,51 17,21 304,05 321,26 2.647,87 169,54 2.817,41

chose Dask for our use case mainly because we needed a light- [3] Felix BieBmann, Tammo Rukat, Philipp Schmidt, Prathik Naidu, Sebastian Schel-

weight solution for a single machine rather than a shared-nothing
setup. We also considered future enhancements to enable DaskRaha
and DaskBaran to handle datasets that do not fit in memory on a
single machine. Dask data structures, such as Dask DataFrames,
can effectively manage data between disk and memory in these
scenarios.

5 CONCLUSION

In this paper, we present a new Dask-based implementation for
Raha and Baran. The proposed implementation breaks down the
modules in the original systems into embarrassingly parallel prob-
lems, solving each one while ensuring balanced distribution among
workers and eliminating data access locks. Our experiments demon-
strate that the proposed architectures significantly outperform the
original implementations in terms of speed.

A future direction is to adapt the Dask-based implementation
to handle datasets that do not fit in main memory. This adapta-
tion would further extend the applicability of our approach, mak-
ing it suitable for even more extensive and complex data cleaning
tasks. By addressing these scalability concerns, we can continue to
push the boundaries of performance and efficiency in data cleaning
frameworks, ultimately contributing to more robust and capable
data processing solutions.
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