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ABSTRACT
Machine learning algorithms are increasingly being used in criti-

cal application domains such as healthcare, finance, and criminal

justice. Because of their opacity, fairness in machine learning has

become a huge concern. While the value of data in model fairness

has been extensively studied, recent research has highlighted the

importance of intermediate stages of data science pipelines in en-

suring model fairness. In this work, we focus on data acquisition,

one of the earlier stages in the data science pipeline, as a potential

bias mitigation technique. We present Inf-acq, a data acquisition
approach based on the idea of data valuation that determines the

order in which additional data points should be acquired to reduce

model bias. Inf-acq is based on the concept of influence functions

to identify data points that have the maximum impact on model

fairness. We empirically evaluate Inf-acq on three real-world and

synthetic datasets and show that with a one-time offline computa-

tion, the fairness of machine learning models can be significantly

improved while acquiring very few data points.

VLDBWorkshop Reference Format:
Ekta and Romila Pradhan. Valuation-based Data Acquisition for Machine

Learning Fairness. VLDB 2024 Workshop: 13th International Workshop on

Quality in Databases (QDB’24).

VLDBWorkshop Artifact Availability:
The source code, data, and/or other artifacts have been made available at

https://github.com/ekta0596/DataAcquisition-valuation.

1 INTRODUCTION
Machine learning algorithms are becoming increasingly prevalent

in critical domains such as finance, healthcare, and criminal justice

and prevention. Due to the black-box nature of these algorithms,

concerns continue tomount around the fairness of their decisions [1,

2, 13]. In particular, these systems perpetuate and amplify existing

biases in the data used to train them. The need to quantify the

discrimination and debias these systems has given rise to a number

of fairness metrics [16, 20] and bias mitigation techniques (see [16]

for a recent survey on fairness and bias in machine learning).

With the current wave of data-centric AI, researchers have rec-

ognized the importance of data quality for the fairness of machine

learning decisions. Prior research mostly focused on pipelines com-

prising of training data, machine learning models, and test data.

Recent research on data science pipelines [4, 5] has highlighted the
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importance of different stages of data science pipelines in combat-

ing fairness violations. In particular, earlier stages in the pipeline

have been shown to significantly impact the downstream model

fairness. Data science practitioners also reported feeling the most

control over their data during the collection and curation stages, and

resorted to collecting more data to offset any modeling issues [12].

This work focuses on data acquisition, which is one of the earlier

stages in the data science pipelines, as a potential bias mitigation

technique. The success of machine learning has taught us that the

more the data, the more accurate the learned model. However, if

a learned model generates unfair decisions, acquiring more data

might not necessarily improve the model fairness. To ensure that

models are not perpetuating existing biases, it is imperative to

carefully consider the data used to train them.

Existing work in this space assumes knowledge of particular

groups for which more data should be acquired [3, 19]. [19] begins

with a few predefined slices, estimates their learning curves reflect-

ing the benefit of potential data acquisition, and acquires more data

for slices that have the best learning curves. Their definition of

group fairness is based on the difference in model accuracies for the

slices, and is not tailored to popular notions of associative group

fairness. [3] views data acquisition through the lens of data coverage
that attributes model bias to lack of representation of particular

groups in the underlying training data. The hypothesis is that re-

solving the problem of coverage will reduce model bias; however,

we show in our experiments that even after guaranteeing coverage

for certain groups, model fairness is not guaranteed.

Our approach presents an alternative strategy that does not tie

down model bias to data coverage and is applicable to existing

notions of fairness. The core idea follows goal-oriented data ac-

quisition which evaluates data points based on their direct impact

on downstream model fairness. The naïve approach computes the

impact of each training data point on model fairness by acquiring

another such data point, adding it to the current training dataset,

retraining a model on the updated data, computing the fairness of

the new model and comparing it with fairness of the model trained

on the original data. It then ranks data points in decreasing order

of this computed impact and acquires the one having the maxi-

mum impact on model fairness. This approach is computationally

expensive for large datasets and complex models.

We present Inf-acq, an algorithm that assesses data points by

computing their estimated impact on downstream model fairness.

Inf-acq uses the concept of influence functions [8, 15] to approximate

the first-order impact of acquiring a data point on model fairness.

It then selects a data point acquiring which maximizes the gain in

model fairness. Influence functions have been successfully used for

training data debugging for poor model performance (in terms of

accuracy [22] and fairness of model decisions [17]); however, their
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effectiveness in data acquisition for addressing model fairness has

not been studied before.

The paper is organized as follows. Section 2 introduces the data

notation and preliminaries for the rest of the paper. Section 3

presents our method for data acquisition to mitigate model bias.

We present the results of our experimental evaluation in Section 4.

Section 5 discusses the existing related work. We discuss our con-

clusions and future work in Section 6.

2 PRELIMINARIES
We present relevant background information on classification and

algorithmic fairness.

Classification.We consider the problem of binary classification.

Consider a training dataset D = 𝑑𝑛
𝑖

= {𝑥𝑖 , 𝑦𝑖 }𝑛𝑖=1 ∈ Dom(X) ×
Dom(𝑌 ) where 𝑥𝑖 ∈ Dom(X) with X denoting a set of features,

and 𝑦𝑖 ∈ Dom(𝑌 ) = {0, 1} denoting a binary label to be pre-

dicted. The objective of binary classification is to train a classifier

ℎ : Dom(X) → 𝑌 on D such that each data point x has an asso-

ciated predicted label 𝑦 = ℎ(x) ∈ {0, 1}. Classifiers use a learning
algorithm that trains on D to learn the optimal parameters 𝜃∗ ∈ R𝑝

that minimize the empirical loss L(D, 𝜃 ) = 1

𝑛

∑𝑛
𝑖=1 L(𝑑𝑖 , 𝜃 ). We con-

sider learning algorithms that use a loss function L that is strictly

convex and is twice-differentiable. In this paper, we focus on logistic

regression, which is one of the simplest such classifiers.

Algorithmic group fairness. Given a binary classifier ℎ : X → 𝑌

and a protected attribute 𝑆 ∈ X (such as gender, race, age etc.), we

interpret 𝑌 = 1 as a favorable (positive) prediction and 𝑌 = 0 as

an unfavorable (negative) prediction. We assume the domain of

𝑆 , Dom(𝑆) = {0, 1} where 𝑆 = 1 indicates a privileged and 𝑆 = 0

indicates a protected group (e.g., males and non-males, respectively).

Algorithmic group fairness mandates that individuals belonging to

different groups must be treated similarly. The notion of similarity

in treatment is captured by different associative notions of fairness

such as demographic parity, predictive parity and equalized odds [7,

16, 20]. We focus on demographic parity (also known as statistical
parity), which is a widely used notion of group fairness. A classifier

ℎ satisfies statistical parity if both the protected and the privileged

groups have the same probability of being predicted the positive

outcome i.e., 𝑃 (𝑌 = 1|𝑆 = 0) = 𝑃 (𝑌 = 1|𝑆 = 1). We denote

the chosen fairness metric by 𝑓 and quantify the fairness in the

predictions of a model trained on D by 𝑓D. For example, in the case

of demographic parity, 𝑓D = 𝑃 (𝑌 = 1|𝑆 = 0) − 𝑃 (𝑌 = 1|𝑆 = 1)
quantifies the difference in the probabilities of the protected and

privileged groups having a positive outcome. If 𝑓D < 0, then the

model is biased against the protected group, while 𝑓D > 0 indicates

that the model is biased against the privileged group. The higher

|𝑓D |, the more unfair the model’s predictions.

Problem Statement. Given classifier ℎ trained on D and fairness

metric 𝑓 , we address the problem of determining the order in which

additional data points D𝑎𝑐𝑞 ⊂ D should be acquired such that the

model learned on D ∪ D𝑎𝑐𝑞 is fairer than that learned on D (i.e.,

𝑓D∪D𝑎𝑐𝑞
< 𝑓D).

3 VALUATION-BASED RANKING
In this section, we describe our approach to rank data points in

D in the order they should be acquired to improve model fairness.

Our approach is built upon the idea of the impact of acquiring data

points on the fairness of the downstream model and ranking data

points in decreasing order of their computed impact.

We denote the impact of data point 𝑑𝑖 ∈ D as I𝑖 and naïvely

quantify it as the difference in the fairness metrics when a model is

trained on D ∪ 𝑑𝑖 and when the model is trained on D, i.e.,

I𝑖 = 𝑓D − 𝑓D∪𝑑𝑖 (1)

Acquiring a data point with a positive impact I𝑖 > 0 results in a

model with lower disparity (unfairness). On the other hand, a data

point with a negative impact I𝑖 < 0 indicates that the model learned

by acquiring 𝑑𝑖 has higher unfairness. A data point with a higher

positive impact lowers the disparity more than one with a lower

positive impact and thus is more desirable for acquisition. Thus, by

simply ranking data points in decreasing order of their impact, we

can determine which data points are valuable for acquiring.

Note that to compute I𝑖 (as in Eq. (1)), we need to compute fair-

ness on a new model trained on D ∪ 𝑑𝑖 . Ranking data points in

decreasing order of their impact requires training |D| new models

(one for each data point in D). This process is, therefore, computa-

tionally prohibitive for large datasets and complexmachine learning

models. In the following, we present our approach that ranks data

points without training a new model for each data point.

3.1 Impact Estimation without Model Training
To approximate the impact of a training data point onmodel fairness

without retraining the model, we utilize the concept of influence
functions [8, 15] and present Inf-acq, an algorithm that ranks data

points for acquisition using influence functions.

Given that 𝜃∗ minimizes empirical risk, i.e., 𝜃∗ = argmin𝜃 ∈Θ
L(D, 𝜃 ) = argmin𝜃 ∈Θ

1

𝑛

∑𝑛
𝑖=1 L(𝑑𝑖 , 𝜃 ), we denote the gradient of the

loss function by∇𝜃L(𝜃 ) and its Hessianmatrix byH𝜃 = ∇2

𝜃
L(D, 𝜃 ) =

1

𝑛

∑𝑛
𝑖=1 ∇2

𝜃
L(𝑑𝑖 , 𝜃 ). Since L(D, 𝜃 ) is convex and twice-differentiable

(Section 2), H𝜃 is positive definite and therefore, H−1
exists.

The influence of up-weighting training data point 𝑑𝑖 ∈ D by a

small amount 𝜖 on the model parameters 𝜃 is then computed as:

Inf𝜃 (𝑑𝑖 ) =
1

𝑛

𝑑𝜃∗𝜖
𝑑𝜖

=

(
1

𝑛

) (
−H−1∇𝜃L(𝑑𝑖 , 𝜃∗)

)
(2)

In other words, Inf𝜃 (𝑑𝑖 ) computes the difference in model param-

eters after and before up-weighting 𝑑𝑖 . More details on influence

functions can be found in [15].

We use influence functions to estimate the impact I𝑖 of data point
𝑑𝑖 by approximating the change in the fairness metric 𝑓 due to

addition of 𝑑𝑖 through the chain rule of differentiation. Combining

Equations 1 and 2, we can estimate the change in fairness as:

I𝑖 = −𝑑 (𝑓 (𝜃
∗
𝜖 ))

𝑑𝜖
= −𝑑 (𝑓 (𝜃

∗
𝜖 ))

𝑑𝜃

𝑑𝜃∗𝜖
𝑑𝜖

= −∇𝜃 𝑓 (𝜃∗)Inf𝜃 (𝑑𝑖 ) (3)

Note that since we define impact (Equation 1) as the difference

between fairness before and after acquisition, there is an additional

negative sign in the computation of I𝑖 above.
Having estimated the impact of data points, we rank them in

decreasing order of their estimated impact on fairness and acquire

additional data points in that order. Algorithm 1 outlines the steps

for Inf-acq, a valuation-based data acquisition method through the

use of influence functions as in Equation 3.



Algorithm 1: Inf-acq Algorithm

1: Input: Dataset D, binary classifier ℎ, fairness metric 𝑓

2: Output: D𝑜𝑟𝑑 , ordered list of data points to acquire

3:

4: for each 𝑑𝑖 ∈ D do
5: Compute estimated impact I𝑖 as in Equation 3

6: end for
7: I= sort-reverse(I) /* sorted impact of data points */

8: D𝑜𝑟𝑑 = {𝑖 for I𝑖 ∈ I} /* data points sorted acc. to impact */

Complexity. For each data point, Inf-acq estimates its first-order

approximate impact on model fairness. Once Hessian matrix and its

inverse are computed offline in O(𝑛𝑝2 + 𝑝3) operations, the impact

of a data point is computed in O(𝑝) operations (for calculating the

gradient of the loss function with respect to 𝑝 model parameters).

4 EXPERIMENTAL EVALUATION
We evaluate the effectiveness and efficiency of Inf-acq through

experiments on three real-world and synthetic datasets. Our ob-

jectives are: (1) to assess the effectiveness of valuation-based data

acquisition in improving model fairness, and (2) to evaluate the

efficiency of the approach compared to other methods.

4.1 Experimental Setup
Datasets. We evaluated our methods on the following standard

datasets in the fair ML literature:

Adult Census Income [10]. This dataset contains demographic and

financial information of 48, 844 individuals, the sensitive attribute

is sex, and the prediction task determines whether an individual

has annual income ≤ 50𝑘 or > 50𝑘 .

German Credit [10]. The dataset contains financial information

about 1, 000 individuals, the sensitive attribute is age, and the pre-

diction task is to determine whether an individual is a good credit

risk or a bad credit risk.

COMPAS [13]. This dataset contains demographic and criminal

information on 7, 214 defendants. The sensitive attribute is race,

and the prediction task determines whether a defendant is at a

high/low to re-offend in the next two years.

Fairness metrics. We consider demographic parity [20]. However,

our approach is applicable to other associative notions of fairness

e.g., predictive parity, equalized odds, true predictive parity, etc.

Competing methods.We consider the following three methods

of data acquisition:

Random: This method randomly selects a data point for acquisition,

and considers all data points as equally important.

DeepDiver [3]: This method determines maximally uncovered pat-
terns, which are predicate-based subsets that do not have enough

coverage (as indicated by threshold 𝜏). DeepDiver implements a

hitting algorithm to identify data points that should be acquired

such that most of the maximally uncovered patterns are covered.

(Table 1 shows the maximally uncovered patterns for a number of

thresholds across different datasets).

Inf-acq (Algorithm 1): This method ranks data points in decreasing

order of their estimated impact on the downstream model fairness

and acquires data in that order.

Dataset 𝜏 Maximal Uncovered Patterns (# of data points needed)
German 10 XXXXXXXXXXXXXXX00 (3)

50 XXXXXXXXXXXXXXX0X (13)

72 XXXXXXXXXXXXXXX0X (35)

75 XXXXXXXXXXXXXXX0X (38)

COMPAS 10 XXXXX1202 (2)

50 XXXXXX201 (41)

100 XXXXXX202, XXXXXX201, XXXXXX002, XXXXXX000 (189)

150 XXXXXX2X2 (22)

200 XXXXXXX02 (10)

500 XXXXXXX02, XXXXXXX01 (409)

1, 000 XXXXXXX02, XXXXXXX01, XXXXXXX00 (1, 605)

Adult 500 XXXXX001 (286)

1, 000 XXXXX0X1 (259)

2, 000 XXXXXX01 (340)

8, 000 XXXXXX11, XXXXXX01 (6, 803)

10, 000 XXXXXXX1 (803)

20, 000 XXXXXXX1 (10, 803)

Table 1: DeepDiver: Maximal uncovered patterns identified
for given threshold 𝜏 . Number of additional data points to be
acquired to cover the identified patterns shown in brackets.

Performance metrics. Effectiveness: To evaluate the effectiveness

of the proposed approach, we acquired data points individually in

the order specified by a method and recorded the fairness metric

upon each acquisition. A value closer to 0 indicates that the acquired

data is fairer and less biased. Efficiency: To evaluate the efficiency

of a method, we report the average offline and online time it takes

to determine the next data point to be acquired.

4.2 Effectiveness of Inf-acq in reducing bias
In this section, we evaluate the effectiveness of the aforementioned

three competing methods in improving the fairness of the down-

streammachine learning model. To compare our method withDeep-
Diver and Random, we conduct two set of experiments. In the first

experiment, we acquire data points through each method within

a budget (e.g., 𝑥% of data points). In the second experiment, each

method acquires the number of data points as indicated by the

threshold inDeepDiver (Table 1). In both the experiments, we report

the bias of the model trained on the data updated after acquisition.

4.2.1 Data acquisition on a budget. Our goal in this experiment

is to assess the methods in terms of the number of additional data

points acquired to reduce bias. We demonstrate in Figure 1, the

gradual improvement in fairness (demographic parity in y-axis) for

increasing the number of acquired data points (x-axis) for all the

methods. Initially, across datasets demographic parity is negative

indicating that the learned model is biased against the protected

group. The closer the line for a method is to the top horizontal axis,

the fairer the learned model is. For example, in Figure 1a, Inf-acq
reduces bias from −8% to 0% with around 4% of additional data

points acquired. For DeepDiver, we choose a threshold of 𝜏 = 50,

200 and 10, 000 forGerman, COMPAS, and Adult respectively. From
Table 1, note that DeepDiver identifies a single maximal uncovered

pattern for each of these thresholds; we report the fairness metric

after acquiring 𝑥% of data points satisfying the identified pattern.

In case there are multiple maximal uncovered patterns (e.g., 𝜏 = 100

for COMPAS), we acquire the respective number of data points

satisfying either pattern. Across datasets, as more data points are

acquired, Inf-acq consistently reduces bias (Figure 1). WithGerman,



(a) German Credit (b) COMPAS (c) Adult Census Income

Figure 1: Comparison of different data acquisition techniques. While Inf-acq consistently reduces model bias, Random and
DeepDiver do not always improve model fairness. DeepDiver’s subscript denotes threshold 𝜏 — the minimum number of data
points that a subset should have.

(a) German Credit (b) COMPAS (c) Adult Census Income

Figure 2: Comparison of different data acquisition techniques with different DeepDiver thresholds. As more data points are
acquired, Inf-acq has considerably more reduction in model bias compared to Random and DeepDiver. The goal of DeepDiver
is to resolve data coverage and hence it acquires those data points which do not have enough representation in the dataset.

model bias is completely removed by acquiring merely 4% of addi-

tional data points. COMPAS requires acquiring 35% of data points

to remove bias but reduces bias by around 64% with acquisition

of a mere 15% additional data points. The identified data points

belong to the protected group with a favorable outcome, and by

acquiring them, we ensure that the learned model breaks the de-

pendency of the outcome on sensitive attribute race. In practice,

we seldom acquire more than 10 − 20% of additional data. Note

that beyond 30%, data is acquired from the privileged group, thus

reversing the direction of bias. The disparity is still lower compared

to the other methods and when no data is acquired. In contrast,

bias is not completely removed in Adult although there is a rapid

decrease in bias (from −18% to −4%) with just 5% of additional data

points. Model bias attains a minimum of −2% with the acquisition

of 35% additional data points. This behavior is expected since Inf-
acq estimates the effect of acquiring data points on model fairness,

and its ranking thus identifies data points that positively impact

bias. Random does not exhibit any steady improvement in bias;

this behavior is expected since it randomly chooses a data point for

acquisition and may select one that does not have change model

bias at all. DeepDiver improves fairness for German but for the

other two datasets, acquiring more data points worsens the model

fairness. This observation is explained by DeepDiver’s underlying
hypothesis — data coverage is the indirect root cause of model bias

— that does not guarantee that model bias will be reduced even after

enough data points are gathered for the identified maximal un-

covered pattern. Instead of focusing on patterns, Inf-acq identifies

individual data points acquiring which would ensure that model

bias will be reduced.

Takeaways: (1) Valuation-based data acquisition is effective in

reducingmodel bias by acquiring very few data points. (2) Coverage-

based data acquisition does not ensure that model bias will always

be reduced by acquiring additional data points.

4.2.2 Data acquisition based on DeepDiver threshold 𝜏 . In this ex-

periment, we compare Inf-acq with DeepDiver for varying levels of
threshold 𝜏 . Our goal is to evaluate whether DeepDiver’s coverage-
based method has better reduction in model bias for any chosen

threshold 𝜏 . For each dataset and 𝜏 , the number of additional data

points that should be acquired to cover the maximally uncovered

pattern is shown in Table 1. Correspondingly for Random and Inf-
acq, we acquire the same number of data points and report the

results in Figure 2. The x-axis represents the threshold and y-axis

shows the fairness metric after the required number of data points

(shown in Table 1) is acquired by each method. The dotted red line



denotes the base fairness when no data is acquired. We observe

that across datasets, Inf-acq consistently exhibits superior perfor-

mance compared to DeepDiver and Random. In particular, as the

number of data points acquired increases (e.g., 𝜏 = 500, 1000 in

Figure 2b and 𝜏 = 8000, 10000, 20000 in Figure 2c), Inf-acq shows

the maximum reduction in bias (reducing from −18% to −3% in

Adult). While Random rarely improves model fairness since data

points are randomly chosen for acquisition, DeepDiver exhibits
very small reduction in bias compared to Inf-acq. In some cases,

acquiring data points identified by DeepDiver increase bias (e.g.,
𝜏 = 1000 in Figure 2b and 𝜏 = 20000 in Figure 2c), thus reinforcing

the observation that resolving data coverage does not equate to

resolving model bias. Note that in some cases (𝜏 = 72, 75 in Fig-

ure 2a), the data points acquired by Inf-acq results in bias in the

opposite direction, i.e., the learned model becomes biased toward
the protected group (although the magnitude of the bias is very

small — less than 1%). This flip of model fairness occurs because as

more data points are acquired, those lower in the ranked list have a

negative estimated impact on bias, and acquiring those data points

increases bias by a small amount.

Takeaways: (1) As more data points are acquired, valuation-based

data acquisition Inf-acq exhibits significant reduction in model

bias. (2) Coverage-based data acquisition DeepDiver has little to no

reduction in model bias in most cases.

4.3 Efficiency of Inf-acq
Our goal in this set of experiments is to evaluate the scalability

of Inf-acq to larger datasets. In Table 2, we show the time taken

by the different methods in selecting the appropriate data points

for acquisition. Retraining denotes the method that computes the

difference in model fairness before and after acquiring a data point,

and acquires data in decreasing order of this difference (i.e., a data

point that reduces model bias by the most is acquired first). The time

for DeepDiver includes time taken to determine the maximally un-

covered patterns and selecting data points matching the identified

patterns. The time for Inf-acq presents the offline runtime metrics

for Hessian calculation, which contributes the most to Inf-acq time.

Dataset Retraining (s) DeepDiver (s) Inf-acq (s)
German 21.5 0.1 (𝜏 = 10) 3.7

COMPAS 567.8 1.2 (𝜏 = 200) 17.7

Adult 6915 4.8 (𝜏 = 10000) 132.2

Table 2: Offline time taken (in seconds) to acquire data points
for the indicated 𝜏 .

We observe that while DeepDiver takes the least amount of time,

it is not effective in reducing model bias (as seen in Figures 1 and 2).

Inf-acq incurs a one-time cost of Hessian computation, which (as

expected) is dependent on the dataset size. Once this offline compu-

tation is done, the impact of each data point is computed in less than

a second and data points are ranked in decreasing order of their

impact and acquired in that order. Note that Inf-acq is faster than

Retraining by orders of magnitude — this performance and its effec-

tiveness (Figures 1 and 2) bolster the importance of valuation-based

data acquisition in reducing model bias.

In Figure 3, we present the efficiency of the competing methods

for datasets of varying sizes in terms of both acquiring additional

Figure 3: Efficiency of the methods for varying dataset sizes.
Time shown includes the online computation time taken for
data acquisition and computing model fairness.

data points and computing the fairness of the updatedmodel trained

on the original and acquired data. Note that this plot shows the

online computation times. We observe that as the dataset size in-

creases, there is a general trend of increasing runtime across all

methods. Inf-acq consistently exhibits the shortest runtime across

all dataset sizes, which is because once the Hessian is computed

offline, Inf-acq simply iterates over the data points in order of

their estimated impact on model bias. Random shows a noticeable

increase in runtime as the dataset size grows because for each ad-

ditional data point, it chooses one at random from the remaining

data points. DeepDiver takes the most time because it acquires

data points corresponding to the maximally uncovered patterns

for a given threshold which includes identifying data points that

match the maximally uncovered pattern. Takeaways: (1) Inf-acq
efficiently scales up to large datasets in the online computation

of data points that should be acquired. (2) The one-time offline

computation of Inf-acq, while slower than DeepDiver, is orders of
magnitude faster than naïve model retraining which has an extreme

computation cost and cannot be used on large datasets.

5 RELATEDWORK
The study in this paper is related to the following three research

areas: algorithmic fairness, data quality, and data valuation. While

these areas were studied extensively, our approach of using data val-

uation for acquiring high-quality data to ensure fairer algorithmic

systems is novel.

Algorithmic fairness.With the increasing prevalence of machine

learning in critical domains, such as criminal justice, healthcare,

and finance, ensuring fairness of machine learning decisions is of

paramount importance. Recent examples of fairness violations or

bias in algorithmic systems include discrimination based on race,

skin tone, zipcodes, and perceived gender [1, 2, 9, 14]. A number of

bias mitigation techniques have been introduced [16] that can be

categorized into pre-processing, in-processing, and post-processing

techniques. Not only are pre-processing techniques among the

easiest and the most effective solutions, data science practitioners

have also reported data collection and curation stages to be their

preferred solution to offset any modeling issues [12].



Data acquisition techniques. Data discovery [21], source selec-

tion [18], and data acquisition [19] are classical data management

research problems that emphasize the importance of high-quality

data in data-driven decision making. This work spotlights data
acquisition – the process of acquiring high-quality data for down-

stream analyses – as a potential pre-processing bias mitigation

technique. Since data acquisition is one of the earlier stages in the

data science pipeline, recent efforts [3, 6, 19] that ensure the right

data is collected holds promise for learning accurate and fair ma-

chine learning models. SliceTuner [19] acquires (possibly) different

amounts of data for given few slices (data subsets) by estimating

the learning curves of the slices and using them to compute the

cost benefits of acquiring more data for those slices. DeepDiver [3]

views representation bias as the root cause of model bias and seeks

to ensure enough coverage of all slices. AutoData [6] adopts a multi-

armed bandit approach and reinforcement learning to determine

which data points should be acquired from a data pool curated from

the wild; however, this approach necessitates retraining a learned

model after each iteration to evaluate the utility of the acquired

batch. Our work is different from these since we do not assume

knowledge of slices that should be acquired, and we estimate the

direct impact of acquisition on model fairness instead of model

retraining or using data coverage as a proxy for fairness.

Data valuation. Data valuation has emerged as a powerful tool to

explain the workings of black-box machine learning models [11, 15].

Data Shapley [11] offers a principled metric to quantify the value

of each training datum toward model performance. While model

agnostic, computing Data Shapley values is computationally expen-

sive. Influence functions [8, 15] provide first-order approximations

of the influence of training data points on model performance

and have been used to identify data points responsible for model

bias [17]. Influence functions incur an expensive one-time offline

computation following the online computation of impact estima-

tions is fast. To the best of our knowledge, this study is the first work

to explore influence functions for the problem of data acquisition.

6 CONCLUSION
We presented Inf-acq, an approach based on data valuation to de-

termine which additional points should be acquired such that a

machine learning model learned on the updated data generates

fairer decisions. To the best of our knowledge, Inf-acq is the first to

leverage data valuation for machine learning models to the problem

of data acquisition for fair machine learning. We assess data points

by their impact on model fairness and expedite computing impact

through influence functions that estimate the effect of adding a data

point on model fairness without retraining the model. Experimental

evaluation on real-world datasets underscores the effectiveness of

valuation-based data acquisition in reducing model bias without ne-

cessitating extensive model retraining. By prioritizing acquisition

of data points based on their valuation, Inf-acq exhibits superior

performance compared to coverage-based approaches.

While incorporating data valuation provides a promising direc-

tion for improving data quality through data acquisition, influence

functions are applicable to a niche class of machine learning models.

Future work includes the development of methods that could be

applied to black-box models. We also intend to explore data valua-

tion for acquiring data subsets since sometimes acquiring related

data might be easier than acquiring unrelated data points. Future

work also includes incorporating data valuation for traditional data

acquisition that assumes access to a data pool.
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